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Dedicated to Professor Ryojί Shizuma on his 60-th birthday

KENICHI SHIRAIWA

In this paper, we shall discuss boundedness of solutions of the equa-
tion

(1) x" + f{x)xf + g(x) = e(t) (' = d/dt)

under suitable conditions. And we shall discuss asymptotic stability of
a periodic solution and convergence of solutions for the equation

(2) x" + cxf + g(x) = eit)

for a positive constant c and a periodic function e(t) under some rest-
ricted conditions.

This work is motivated by the work of H. Kawakami [3], which gives
some numerical computations on the equation %" + kxf + x3 = B cos t for
positive constants k and B. Kawakami's work contains many interest-
ing informations on Duffing's equation of the above type, and this paper
deals with only small part of his work. There is also very interesting
experimental results by C. Hayashi, Y. Ueda and H. Kawakami [2]. Also,
our paper heavily depends on the work of W. S. Loud [4].

§1. The boundedness theorem

The equation (2) is a special case of (1), and the equation (1) is

equivalent to the following system of equations.

y< = -f(x)y - g(x) + eit)

THEOREM 1. In the equation (1) we assume the following conditions
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(a), (b) and (c).

(a) There exists a solution of (1) under any initial condition.

(b) There exist positive constants c and E such that

fix) > c and \e(t)\ ̂  E .

(c) gix) is a differentiάble function satisfying the following condi-
tions (i), (ii) and (iii).

( i ) g'(%) is bounded on any finite interval.

(ϋ) g'W^O.
(iii) lim g(x) > E and lim g(x) < —E.

By the condition (c), g(x) is a monotone increasing function, and there

exist numbers xx and x2 (xx < x2) such that

g(x1) = —E and g(x2) = E .

Let x(t) be any solution of (1). Then there exists a number ί0 such
that

xx - AE/c2 ^ x(t) ^x2 + AE/c2

and

\x'(t)\ ^ AE/c for any t^t0 .

Our proof is similar to that of Theorem 1 of W. S. Loud [4]. He

assumed that g'(x) ;> b for some positive constant b in his paper and got

an additional information. But the essential part of his argument is

applicable in our case, too.

Proof of Theorem 1. From the equation (5) we obtain the follow-
ing equation.

We consider the following equations.

( 5 ) y$L = -Cy - g(χ) + E (y ^ 0)

(6) y^L= -Cy-g(χ)-E (y < 0)
αx ~~
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By our assumption (c) (i) the existence and uniqueness of solutions of

(5) and (6) are guaranteed.

Also, the following inequalities hold by our assumption (b).

( 7 ) ^- in (4) ^ ^L in (5) for y > 0 .
dx dx

( 8 ) ^- in (4) ^ ^- in (6) f or y < 0 .
dx dx

LEMMA 1. Any solution of (5) has the following properties in the

upper half plane.

(d) It has a positive slope to the left of the curve —cy — g{x) +

E — 0, a negative slope to the right of this curve, and reaches a maxi-

mum of y when crossing the curve.

(e) Any solution starting with x < x2 must cross the line x = x2

for positive value.

(f) To the right of the line x = x2 the solution is concave down-

ward. It leaves the upper half plane as t increases with x > x2.

A similar statement holds for the equation (6).

Our proof is similar to that of Loud [4] and is omitted.

Let yλ be a positive number. Let CΊ be the solution of the equation

(5) starting from (x29 yλ) to its next intersection with the #-axis at (xz, 0),

and let C2 be the solution of the equation (6) starting from {xZ90) to its

next intersection with the line x = xλ at (xlf —y). The existence of all

the intersections mentioned above is guaranteed by Lemma 1.

LEMMA 2. Let C be the arc consisting of Cx and C2. If yx Ξ> 42?/c,

then \y\<Vι at any point of C other than (x2yyd-

Our proof is a slight modification of that of Loud [4] and is omitted.

Let Bx be the solution of (5) starting from (x2,4E/c) to its next

intersection with the #-axis at (a19θ). Let B2 be the solution of (6)

starting from (al9 0) to its next intersection with the line x — xλ at

(x19 &x). Then bλ > —AE/c by Lemma 2. Let Bz be the line segment of

x = x1 from (x19 bj to (x19 —AE/c).

Let i?4 be the solution of (6) starting from (x19 —AE/c) to its next

intersection with the #-axis at (α2,0). Let Bδ be the solution of (5)

starting from (a29 0) to its next intersection with the line x = x2 at (x29 b2).
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Then b2 < 4E/c by the latter half of Lemma 2. Let Bβ be the line seg-
ment of x = x2, from (x2, b) to (x2,4E/c).

Then the curve B consisting of these six curves B* (1 ^ i ^ 6) sur-
rounds the closed region D, which is homeomorphic to a disk. (Cf. Fig.
1)

V - g(jc) - JE7 = 0

1 Fig. 1

Using the inequalities (7), (8) and the similar argument in the proof
of Theorem 1 of Loud [4], we can prove that any solution of (4) start-
ing outside D enters into D and never leaves D afterward.

By Lemma 2 \y\ <̂  AE/c for any point of D. And at (x29AE/c)9

^L = — c by (5), and the boundary of D is concave downward by Lem-
dx

ma 1 (f). Therefore, it is easy to see that D is contained in the rec-
tangle [xx - £E/c2, x2 + AE/c2] x [-4E7c, AE/c], This completes the proof
of Theorem 1.

COROLLARY. In addition to the conditions (a), (b) and (c) of Theorem
1, we assume the following two conditions (g) and (h).
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(g) f(&) and e(t) are continuous, and f(x) satisfies the local Lipschitz
condition.

(h) e(t) is periodic of period τ (r > 0).
Then the equation (1) has a periodic solution of period τ.

Proof. By the assumption (g), there exists a unique solution x =

Ψi(t; 3OI!/Q)> V = Ψ2(* 5 #o>2/o) of (3) satisfying the condition

(Ψi(0 χ0, Vo), ψ2(0 Xo, Vo)) = 0»0> 2/0)

for each (#0> 2/o) e # 2 . Let T: R2 -* R2 be a map defined by

( 9 )

We call this map T the Poincare transformation associated with the
periodic system (1) (or (3)).

By the assumption (h) and the uniqueness of the solution of (3), it
is easy to verify the following equality for each t.

(10) (ψj(ί + τ;xQ, Vo), ψ2(ί + τ x0, yd) = (fait T(x0, yQ)), ψ2(t T(x0, y0))

Therefore, each fixed point of T defines a periodic solution of period τ
of (1) and vice versa.

By the proof of Theorem 1 T maps the closed region D into D, and
D is homeomorphic to a disk. Therefore, there exists a fixed point of
T by the Brouwer's fixed point theorem. This completes the proof of
this corollary.

§ 2 . The convergence theorem

In this section we shall prove a convergence theorem for the equa-
tions of type (2) with periodic eit). The equation (2) is equivalent to the
following equation.

{ xf = y

y' = -oy - g(x) + e(t)

Throughout this section we assume the following conditions.
A (i) e(t) is a continuous periodic function of period τ (τ > 0), and

E is a positive constant such that \e(t)\ ^ E. The existence of such E
is guaranteed by our assumption.

A (ii) g(x) is a differentiable function of class C1 such that gf(x) ^ 0,
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\img(x) > E, lim^Or) < —E, and g\x) = 0 only on a countable subset of
X-*oo #-»-oo

the real numbers.

A (iii) c is a positive constant.

By A (ii) the following property is clear.

PROPERTY 1. g(x) is strictly monotone increasing, and there exist

numbers xι and x2 (Xι < x2) such that

g(Xl) = —Έ and g(x2) = E .

Under the assumptions A (i), A (ii) and A (iii) we get the following

properties by Theorem 1 and its Corollary.

PROPERTY 2. There exists at least one periodic solution of period τ

for the equation (11).

PROPERTY 3. Any periodic solution x = ψ(t), y = ψ2(ί) of the equation

(11) satisfies the following inequalities for all t.

x1 - 4:E/c2 ̂  ψxίt) ^ x2 + 4E/c2,

|ψ 2 (t) | ^

Set H{ά) = sup {g'(x) —a ^= x -^ a} for any positive number a. By

our assumption A (ii), H(a) is finite.

THEOREM 2. Assume the conditions A(i), A(ii) and A (iii). Lei n

be a positive integer and let x — ψι(t), y — ψ2(t) be a non-constant peri-

odic solution of period nτ for the equation (11).

Suppose that |ψi(£)| ^ β for all t and c2 > H(β). Then the periodic

solution x = ψχ(ί), y = ψ2(ί) is asymptotically stable.

This is a generalization of Theorem 2 of Loud [4].

Proof. The variation equation corresponding to the periodic solution

x = ψx(t), 2/ = ψ2(ί) is given by

By our assumption, the variation equation (12) is a linear differetial

equation with continuous periodic coefficients. Therefore, to prove that

x = ψ^t), y = ψ2(t) is asymptotically stable, it is sufficient to show that

all characteristic exponents of the equation (12) have negative real parts
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(Cf. Chap. 13, Th. 1.4 Coddington-Levinson [1]).

Now, the following Lemma 3 is an easy consequence of the Floquet

theory and the theory of linear differential equations with constant coef-

ficients.

LEMMA 3. Let xr = P(t)x be a linear differential equation, where x

is an n-dimensional vector and Pit) is a continuous periodic n x n matrix

function with period σ (σ > 0). Then the following three conditions are

equivalent.

(a) The identically zero solution is asymptotically stable.

(b) All characteristic exponents have negative real parts.

(c) Any solution approaches to the origin as t tends to infinity.

By Lemma 3, it is sufficient to prove the following Lemma 4 for

the completion of Theorem 2.

LEMMA 4. Under the assumption of Theorem 2, any solution (x(t),

y(t)) of (12) tends to the origin as t tends to infinity.

Proof of Lemma 4. From the assymption |ψj(O| <* β and the defini-

tion of H(β), we have

(13) 0 ^ g'iUt)) ^ H(β) .

Since ψ^t) is assumed to be non-constant and g\x) = 0 on a count-

able subset of R, there exists some tx such that g\ψλ{t^) Φ 0. Then we

have the following Property 4 by the periodicity and countinuity of

ff'ίΨiCO).

PROPERTY 4. There exist positive constants δ and γ satisfying the

following condition (B).

(B) For any number t2 there exists a number t3 (ts > t2) such that

g\ψM) ^δ for t 3 ^ t ^ t 3 + γ .

Let yx be any positive number. Now, we shall construct a bounded

closed region D(yλ) as follows.

Let Lx be the line segment of y = —ex + yλ from Pxi^,yd to

PzίVilc,®)- Let L2 be the line segment of x = yjc from P2(yi/c,0) to

PziVi/c, —H(β)yι/c2). Let L3 be the line segment of y = —H(β)y1/c2 from

Psfox/c, -H(β)yi/c2) to P4(0, -H(β)Vl/c2).

Let L4 be the line segment of y = — ex — H(β)y1/c2 from
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P4(09-H(β)y1/c2) to P5(-H^)yJc\0). Let L5 be the line segment of
x= -H{β)Vιl& from Pb(-H(β)Vι/c\0) to P6(-H(β)y1/c\H(βyy1/c% Let
L6 be the line segment of y == Hiβfyjc* from P6 = (-H(β)yJc3, HffiyJc4)
to PΊ(0,H(βγyil&).

Since c2 > #($) by our assumption, P7 is below Px on the ?/-axis.
Let L7 be the line segment of x = 0 from PjiO HiβyyJc*) to P^O,^).

Then the polygonal curve L consisting of L< (1 ^ i ^ 7) is a closed
curve, and the closed region D(y^) is defined to be the region bounded
by L. (Fig. 2)

CV c 3

p / H(βyq

y =

\

P(θ,m)

p(0 H(β)\

0(0,0)

\

1

P(O W

\

\

\

\
^v \ C C2 /

Fig. 2

Using the inequality (13), it is easy to verify that the vector field
defined by the equation (12) always points either inside of JD(yx) or tangent
to its boundary L on any point of L. Therefore, any solution (12)
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starting from the point of D(y^) at any time tQ stays on D(y^ for any

t ^ ί0. Thus, the origin O(0,0) is a stable singularity of the equation

(12).

Now, we shall prove the following properties.

PROPERTY 5. Any solution of (12) starting from a point of the tri-

angle OPXP2 except the line segment OP2 reaches to the positive half of

the x-axis in a finite time interval.

PROPERTY 6. Any solution of (12) starting from a point of the rec-

tangle OP2P3PA either reaches to the negative half of the y-axίs in a

finite time interval or stays on the rectangle OP2P3P4 and tends to the

origin as t tends to infinity.

From Properties 5, 6 and the similar properties for the solutions of

(12) starting from the points of the triangle OPAP5 and the rectangle

OPδP6P79 we can easily prove Lemma 3, and this finishes the proof of

Theorem 2.

Proof of Property 5. It is easy to see that any solution x = x(t),

y = y(t) of (12) starting from a point of the triangle OPXP2 except the

line segment OP2 can leave the triangle OPιP2 only from the line segment

OP2. Since x'(fi) = y(t) > 0 as far as (x(t)9 y(t)) stays on the triangle

OPλP2 except the line segment OP2, we can assume, without loss of gen-

erality, that there exists a positive number x0 such that x(t) >̂ x0 > 0 as

far as (x(t),y(t)) stays on the triangle OPλP2.

Suppose that the solution (x(t)9y(t)) stays on the triangle OP1P2 for

any t^tλ. Then using the condition (B) and (12), we have y\t) <;

—δx0 < 0 for infinitely many time intervals of length at least γ. But

this contradicts the boundedness of yit) which follows immediately from

our assumption that (x{t), y(t)) stays on the triangle OPXP2 for t^tx.

This completes the proof of Property 5.

Proof of Property 6. It is easy to verify that any solution (x(t), y(t))

of (12) starting from a point of the rectangle OPJP^P^ can leave the

rectangle OP2PSP4 only from the side OPA. Therefore, any solution of

(12) starting from a point of the rectangle OPJPJP^ leaves the fourth

quadrant if and only if it leaves the rectangle OP2PZPA.

Suppose that (x(to),y(to)) belongs to the rectangle OP2P3P4 but not
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the origin. Let K be the supremum of the numbers ίx such that for

t0 <L t <̂  tλ the solution (x(t), 2/(0) stays on the rectangle OP2PZP^

Case 1. Let K be finite. Then it is clear that (x(K), y(K)) belongs

to the rectangle OP2PZO4. Now, we shall prove that x(K) = 0 and

y(K) < 0. Thus, the solution (x(t), 2/(0) reaches the negative half of the

2/-axis in a finite time interval and gets out of the rectangle OPJPJP^

there.

By the definition of K and the equation (12), it is easy to see that

x(t) is monotone decreasing for t0 ^ t ^ Ky x(K) ^ 0, and y(K) <ί 0.

Suppose that x(K) > 0. If y(K) < 0, then x'(K) = y(K) < 0. And it

is easy to see that the solution (x(t),y(t)) stays on the fourth quadrant

for K 5g t ij K + k0 for a suitable positive k0. This contradicts the defi-

nition of K. Therefore, y{K) = 0.

If 2/(20 = 0, then x'(K) = y(K) = 0 and y'(K) = -^ /(ψ1(ί))^(Z) ^ 0 by

our assumption. Using (13) and Property 4, we easily see that the

solution (x(t), y(t)) stays on the fourth quadrant for K <; t ^ K + kx for

a suitable positive fc1# But this contradicts the definition of K and

establishes that x(K) = 0.

Next, if y(K) = 0, then (^(Z), y(K)) = (0,0). Now, by the uniqueness

of the solution of (12) under the same initial condition, (x(t), y(t)) = (0,0)

for all t. This contradicts our assumption that (x(t0), y(t0)) Φ (0,0).

Therefore, y(K) < 0.

Case 2. Let K = oo. Then the solution (#(£), 2/(0) stays on the rec-

tangle OP2P3P4 for all £ ̂ > ίo> a^d #00 is monotone decreasing for t Ξ> t0

since #'(£) = 2/(0 ^ 0.

In this case, we shall show that lim x(t) = lim 2/(0 = 0,

Since x(t) is monotone decreasing and x(t) ^ 0 for t >̂ ίo> #(0 converges

to xQ ^ 0 as t tends to infinity.

Suppose that x0 > 0. Since (x(t), 2/(0) stays on the rectangle OP2P3P4

for t :> ί0, there exists a sequence {tk} such that

lim tk = oo and lim 2/(έfc) = 2/o for some 2/o ̂  0 .

Then lim x(tk) = ^0 since lim x(f) = a?0. Thus, the following property is

proved.
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PROPERTY 7. lim tk = oo, lim x(tk) = xQ ^ 0, #(£) is monotone decreas-
fc-co fc-oo

;> ί0, a?(ί) ̂ > lim y(fk) = y0 <; 0.

And we are now assuming that x0 > 0. Further, we assume that

y0 < 0. Then there exists a positive number ^ such that y0/x0 < —£.

Let ε be a positive number, and we put Qx = (x0 + ε, j/0), Q2 = (%o>

y0 + cε) and Qz = (xo,yo + (—c + H(β)/£)ε). Then the slope of Q ^ is

— c, and the slope of QλQ3 is —c + H(β)/£. Since the point ($o>2/o) is

below the line y = — -to by our assumption, the triangle QiQ2Qz is also

below the line y = —£x for a small e. We choose such ε. (Fig. 3)

Fig. 3

If (x,y) is below the line y — —ίx and is in the rectangle OP2P3PA9

then by using (13) it is easy to see that any solution of (12) satisfies

the following inequalities at the point (x9 y).

(14) -c
dx = - c - - ^-c + H(β)/£

y

By (14) and the definition of the triangle , we conclude that
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any solution of (12) starting from a point in the triangle Q1Q2Q3 can

leave it only from its side Q2QZ. By Property 7, there exists a tk such

that (x(tk),y(tk)) lies in the triangle QiQ2Q3. Therefore, (x(t),y(f)) must

stay in the triangle Q1Q2Q3 for all t ^ tk.

By (12) and the construction of the triangle QιQ2QZ9 x'(t) — y(t) <̂

y0 + cε < — £x0 < 0 for t ^ tk. Therefore, x(t) cannot be bounded below.

This contradicts to lim x(t) = x0.
ί—»oo

By the above argument, yQ = 0.

By the same argument as above, we can prove the following property.

PROPERTY 8. Let {tk} be any sequence such that lim tk = 00 and

y(tk) converges as k tends to infinity. Then lim y(tk) = 0.
k->oo

Therefore, lim y(t) exists and equal to 0. Thus, we have obtained
ί-00

the following equalities.

(15) lim x(t) = x0 > 0 , lim y(t) = 0

Let ε be a positive number such that

(16) ε ^ min {δxQ/(2c), δxQγ/2} ,

where δ and γ are given in Property 4.

By (15) there exists a number έ such that

(17) \x(t) -xo\<ε and \y(t)\ <ε for t ^ ϊ .

By Property 7 and (17), it follows that

(18) 0 < xQ ^ α(t) < #0 + e and - ε < 2/(t) ^ 0 for t ^ t .

By condition (B) of Property 4, there exists a number ίx Ξ> ί such

that flr'Oψ xOO) ^ δ for ^ ^ t ^ iλ + γ. Therefore, by (16) and (18) we

have the following inequalities for tx ^ t ^ lλ + γ.

y\t) = ~c^(ί) - g'(Ut))x(t)

(19) < cε - too ^ cδxQ/(2c) - ^̂ 0

= -too/2

By the mean value theorem, (16), (18) and (19), we have the following

inequalities.
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V(fi + r)< V(fΰ - (fixo/2)r ^ -δxoγ/2 ^ -ε

But this contradicts to the latter half of (18).

By the above, we conclude that xQ = 0, that is lim x(t) — 0.
ί-»oo

Now, using a similar argument as above, we can prove that lim y(t)
t-roo

exists and is equal to 0.

Thus, we finish the proof of Property 6, and this completes the proof

of Theorem 2.

COROLLARY 1. Assume the conditions A (i), A (ii) and A (iii). Let

A — maxfl^i — 4J57/C2|, \X2 + 4tE/c2\}, where xλ and x2 satisfy the equation

g(xj — — E and g(x2) = E. Further, assume that c2 > H(A).

Then every non-constant periodic solution of period nτ (n a positive

integer) of the equation (11) is asymptotically stable.

Proof. This is an immediate consequence of Theorem 2 and Prop-

erty 3.

COROLLARY 2. In addition to the assumptions of Corollary 1, we

assume that e(t) is non-constant. Then there exists a non-constant peri-

odic solution x = ^i(i), y = ψ2(t) °f period τ for the equation (11) such

that any periodic solution of period nτ {for a suitable positive integer

n) for the equation (11) coincides with the solution x — ψi(t), y = ψ2(t).

Proof. By Property 2 there exists a periodic solution x = ψχ(ί),

y = ψ2(t) of period τ for the equation (11). Since e(t) is non-constant

by our assumption, there is no constant solution for the equation (11).

Therefore, the periodic solution x = ψι(t), y = ψ2(t) is non-constant, and

it may be considered as a periodic solution of period nτ for the equa-

tion (11) for an arbitrary positive integer n.

Let T: R2 —> R2 be the Poincare transformation associated with the

equation (11). Then there is a one-to-one correspondence between the

set of the periodic solution of period nτ for the equation (11) and the

set of the fixed points of Tn in times iterate of T).

By Corollary 1, every periodic solution of period nτ is asymptotically

stable. Therefore, every fixed point of Tn is completely stable, and it

is contained in a compact region D defined in the proof of Theorem 1.

Since a completely stable fixed point is isolated, there are only a finite

number of fixed points of Tn for a fixed n.
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The index of a completely stable fixed point is + 1 , and the sum of

all the indices of the fixed points of Tn is equal to 1 for every n.

Therefore, there exists only one fixed point of Tn for each fixed n. This

must correspond to the periodic solution x = ψάt), y = ψ2(0 This com-

pletes the proof of Corollary 2.

THEOREM 3. Under the same assumption of Corollary 2 of Theorem

2, there exists a unique periodic solution x = ^( t ) , y — ψ2(Ό of period τ

for the equation (11) such that for any solution x = x(t), y = y(t) of (11)

the following equalities hold.

lim \x(t) - ψ1(t)\ = lim \y(t) - ψa(ί)| = 0

That is any solution of (11) converges to a unique periodic solution of

period τ of (11).

Proof. Let x = ψι(t), y = ψ2(ί) be the unique periodic solution of

period τ for the equation (11), and let x = x(t), y = y(t) be any solution

of (11). Set z(t) = x(t) - ψtf).

Since x(t) and ψ^t) are solutions of the equation (2), z(t) satisfies

the following equation.

(20) z" + czf + g'(δ(t))z = 0 ,

where g'(d(t))z(t) = g(x(t)) — #(th(i)) a n ( i S(f) is a number between x(t)

and ψ^ί) for each t.

By our assumption g'(δ(t)) satisfies the following inequality.

(21) 0 ^ g'(δ(t)) ^ H(A) for sufficiently large t .

When Property 4 holds for gf(δ(t)), then we can prove that lim^(ί)
t-*co

= lim £'(£) = 0 as in the proof of Lemma 4. Therefore, it is sufficient
ί->00

to prove our theorem in case that Property 4 does not hold.

In this case, for any positive numbers δ and γ, there exists a num-

ber tx such that for any t2 > tλ there exists a number t3 (t2 <; ί3 ^ t2 + γ)

such that g'(δ(t3)) < δ. Therefore, there exists a sequence {tk} such that

ilm tk = oo and lim g'(δ(tk)) — 0 .

By the equality g'(β(t))z(t) = g(x(t)) — ^(ψx(ί)) and the boundedness
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of z(t) = x(t) — fat) for sufficiently large t, we have lim (g(x(tk)) —

flr(Ψi(t*») = 0.

By our assumption, \x(t)\ ^ A9\ψι(t)\ ^ A for sufficiently large ί,

and g is a homeomorphism between [—A, A] and [g(—A),#(A)]. There-

fore, g-1\[g(—A),g(A)] is uniformly continuous, and we can conclude

that lim (x(tk) - ΨΊ(**)) = 0.

The equation (20) is equivalent to the following equation.

[zf =u
(22) I

\u' = -cu- g\d(t))z

By a similar argument as in the first part of the proof of Lemma

4 using (21), we can prove that any solution of (22) is bounded for large

t. Therefore, there exists a subsequence {tk} of {tk} such that {u(tk)}

converges as k tends to infinity. Put lim u(tk) = uQ.

Since lim z(tk) = lim (#(ίfc) — ψi(£fc)) = 0, we have lim z(t'k) = 0. Now,
k-*oo k-> oo fc—oo

we shall prove that u0 = 0, that is lim w(ίi) = 0.
fc-»oo

Suppose that ^0 Φ 0, say ^0 > 0. Then, using a similar construction

as in the first part of the proof of Lemma 4, we can prove the follow-

ing property.

PROPERTY 9. There exists a positive number μ such that for any

solution z = z(t), u = u(t) of the equation (22) starting from a point

sufficiently near the point (0, u0) the following inequality holds.

u(t) <^uQ — μ for sufficiently large t .

But this contradicts our assumption lim u(tk) = u0.
JC—*oo

The case u0 < 0 also leads to a contradiction. Thus, uQ = 0. There-

fore, we have proved that there exists a sequence {tk} such that

(23) lim z{Q == lim u(tf

k) = 0 .

By Corollary 2 of Theorem 2, x = ψi(ί), 2/ = ψ 2(t) is an asymp-

totically stable periodic solution of (11). Therefore, any solution of (11)

sufficiently near to the solution (ψx(ί), ψ2(0) for some t must converge to

the solution (ψ^ί), ψ2(t)) as t tends to infinity. And (23) is equivalent to

the following (24).
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(24) lim (x(t'k) - ψXQ) = lim (y(Q - ψ2(έ'*)) = 0

This completes the proof.
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