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Abstract

Random bridges have gained significant attention in recent years due to their potential
applications in various areas, particularly in information-based asset pricing models.
This paper aims to explore the potential influence of the pinning point’s distribution
on the memorylessness and stochastic dynamics of the bridge process. We introduce
Lévy bridges with random length and random pinning points, and analyze their Markov
property. Our study demonstrates that the Markov property of Lévy bridges depends on
the nature of the distribution of their pinning points. The law of any random variables
can be decomposed into singular continuous, discrete, and absolutely continuous parts
with respect to the Lebesgue measure (Lebesgue’s decomposition theorem). We show
that the Markov property holds when the pinning points’ law does not have an absolutely
continuous part. Conversely, the Lévy bridge fails to exhibit Markovian behavior when
the pinning point has an absolutely continuous part.
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1. Introduction

Random bridge processes have proven to be a successful framework for modeling the infor-
mation related to future non-defaultable cash flows and the default time in financial models.
In this context, the length of the bridge serves as a representation of the default time, while
the pinning point models the cash flows. Studies by various researchers have demonstrated
the effectiveness and applicability of bridge processes in financial modeling contexts. For
instance, to model the flow of information concerning a cash flow occurring at a maturity
date T , represented by a random variable ZT , [3] and [4] used the completed natural filtration
generated by the Brownian bridge with length T and pinning point ZT , while, [5] used random
gamma bridges, gamma bridges with deterministic length and random pinning point, to model
accumulated losses of large credit portfolios in credit risk management. Moreover, in [14] the
information-based asset-pricing framework thus established was extended to include a wider
class of models for market information. To model the information flow, they introduced a class
of processes called Lévy random bridges, Lévy bridges with deterministic length and random
pinning point, generalizing the Brownian bridge and gamma bridge information processes. In
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[15] the authors developed a class of non-life-reserving models using stable- 1
2 random bridges

to simulate the accumulation of paid claims, allowing for an essentially arbitrary choice of
a priori distribution for the ultimate loss. For more research in the context of modeling the
information through the completed filtration generated by bridges with deterministic length
and random pinning point see [6, 11, 18]. However, [1], motivated by modeling information
concerning credit default times, used Brownian bridges with random length to model the flow
of information concerning the default time of a financial company or state. In order to include
a wider class of information processes for market filtration, [8, 9, 10] introduced and studied
Gaussian, Gamma, and Lévy bridges with random length. This opens the way for a differ-
ent application: information-based approaches for credit risk. In [16], the Brownian bridge
concept was extended by considering uncertainty not only for the time level but also for the
pinning point. The paper suggested a Brownian bridge approach for the information flow for
the switching behavior of gas storage contract holders using a two-point distribution for the
pinning point. On a different note, in [17], the joint modeling of a non-defaultable cash flow
and the insolvency time of the writer of the underlying asset was investigated by introducing a
suitable random bridge.

The primary focus of this paper is twofold: first, to introduce Lévy bridges with random
length and random pinning point, and second, to investigate their Markov property. Note that in
[16], the bridge with random length τ and pinning point Z associated with a Brownian motion
was constructed by replacing the deterministic length r and pinning point z with the corre-
sponding values of the random time τ and random variable Z. The availability of an explicit
representation of the Brownian bridge is crucial for this construction. However, it should be
noted that for a general Lévy process, the existence of an explicit representation of the bridge
is not guaranteed.

To introduce a Lévy bridge with random length τ and random pinning point Z we choose
the following approach: conditionally on the events τ = r and Z = z the law of the Lévy bridge
with random length τ and random pinning point Z is none other than that of the Lévy bridge
with length r and pinning point z. For this, following the approach given in [12] for the con-
struction of Markov bridges with deterministic length r and deterministic pinning point z, we
will need to assume the existence of transition probability densities of the Lévy process. Once
the construction is completed, our primary objective is to examine the Markov property of
the resulting bridge. We show that the pinning point has a crucial impact on the memory-
lessness and the dynamic of the bridge process. Specifically, from the well-known Lebesgue
decomposition theorem, we see that the law PZ of Z can be decomposed as

PZ = asdP
sd
Z + ascP

sc
Z + aacP

ac
Z ,

where asd, asc, and aac are three positive real numbers such that asd + asc + aac = 1, and P
sd
Z is

discrete (has a countable support), Psc
Z is singular continuous (has a distribution function that

is continuous but not absolutely continuous, it only increases on a set of Lebesgue measure
0), and P

ac
Z is absolutely continuous (there exists a positive function fZ(t) such that Pac

Z (A) =∫
A fZ(s) ds for all A ∈B(R)). We demonstrate that if aac = 0, then the Lévy bridge with random

length τ and random pinning point Z is Markovian. However, the presence of the absolutely
continuous part in the law of Z destroys the Markov property. Precisely, if aac �= 0, then there
exist times τ such that the Lévy bridge with random length τ and random pinning point Z does
not possess the Markov property.

Let us consider an intuitive explanation of how the breakdown of the Markov property in
the bridge process with length τ and pinning point Z is influenced by the absolute continuity
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of the pinning point Z. The random time τ represents a significant event where the process
suddenly exhibits a shift in behavior. Precisely, at time τ , the process transitions to being gov-
erned solely by the random variable Z. Consequently, the occurrence of τ marks a crucial point
in the process where the Markov property may be tested. The Markov property states that the
future behavior of a stochastic process depends only on its present state, not on the sequence
of events that preceded it. Therefore, if the random time τ can be determined solely based
on the present state of the process ζt, then the Markov property may be preserved. However,
if the occurrence of τ depends on additional information beyond the present state ζt, such as
the entire history leading up to τ , then the Markov property may be violated. In this case,
the future behavior of the process after τ becomes dependent on the past history, indicating
a breakdown of memorylessness and the Markov property. In the discrete case, where Z has
a discrete distribution, determining the occurrence of τ might be straightforward because the
values of Z are distinct and separated, allowing for clear identification of when the process
transition Z happens. However, in the case where Z follows an absolutely continuous distri-
bution, the values of Z form a continuum. This smooth variation can make it challenging to
identify precisely when the transition occurs based solely on the information available at time
τ . This is confirmed by Proposition 2, in which we show that the event {τ ≤ t} is measurable
with respect to the completed filtration generated by ζt if and only if the law of the pinning
point Z does not possess an absolutely continuous part.

The current paper extends the results of [16] in two different ways. First, in [16] the Markov
property is investigated for the Brownian case only for discrete or absolutely continuous pin-
ning points: nothing is said about the singular continuous case. Second, the proof in [16] relies
on the fact that the bridge admits an explicit representation in the Brownian case. This also
extends [10] in which the Lévy bridge Markov property is studied in the case when the pinning
point is deterministic. Moreover, in this paper, different methods have been used.

In section 2 we introduce Lévy bridges with random length and pinning point, we list some
examples, and we investigate the bridge Markov property in the presence of the absolutely
continuous part in the pinning point law.

The following notation will be used throughout the paper. For a complete probability space
(�,F , P), NP denotes the collection of P-null sets. If θ is a random variable or a stochastic
process, then Pθ denotes the law of θ under P. If E is a topological space, then the Borel
σ -algebra over E will be denoted by B(E). The characteristic function of a set A is written 1A.
The symmetric difference of two sets A and B is denoted by A � B. We denote by (D∞, TD∞ )
the Skorohod space equipped with the Skorohod topology, and D denotes its Borel σ -field.
Finally, for any process Y = (Yt, t ≥ 0) on (�,F , P), we define by F

Y = (
FY

t := σ (Ys, s ≤
t), t ≥ 0

)
the natural filtration of the process Y .

2. Lévy bridges with random length and pinning point

Motivated by the desire to generalize Lévy bridges, we introduce the notion of Lévy bridges
with random length and random pinning point. These bridges extend the classical concept of
Lévy bridges by allowing for uncertainty in both the length of the bridge and the location at
which it is pinned. This generalization extends remarkably the possibility of modeling infor-
mation flows. In this section, our objective is to define Lévy bridges with random length and
pinning point and investigate their Markov property. A significant finding is that the Markov
property of this class of processes depends on the nature of the law of the pinning point of the
bridge process. Before introducing this novel class of processes, we provide a brief review of
the definition and properties of Lévy bridges with deterministic length and pinning point.
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Lévy processes are characterized by the triple (b, σ, ν), where b represents the drift com-
ponent, σ describes the covariance structure of the Gaussian part, and ν denotes the jump
intensity or rate at which jumps occur. This triple uniquely determines the behavior and prop-
erties of the Lévy process. Let X = (Xt, t ≥ 0) be a one-dimensional Lévy process; the law of
Xt is specified via its characteristic function given by

E[exp(iλXt)] = exp (tψ(λ)), λ ∈R, t ≥ 0.

The function ψ is commonly referred to as the characteristic exponent of the process
X. The explicit expression of the characteristic exponent is derived using the well-known
Lévy–Khintchine formula:

ψ(λ) = iλb − λ2σ

2
+
∫
R

(exp(iλx) − 1 − iλx1{|x|<1}) ν(dx),

where b ∈R, σ ∈R+, and ν is a measure concentrated on R \ {0}, called the Lévy measure,
satisfying

∫
R

(x2 ∧ 1) ν(dx)<∞. Further details about Lévy processes can be found in [2, 19].
The Kolmogorov–Daniell theorem allows us to see that the finite-dimensional distributions of
X induce a probability measure PX on the Skorohod space D∞. Furthermore, it is well known in
the literature that every Lévy process can be precisely represented as the coordinate process on
the Skorohod space D∞. This realization allows us to treat each Lévy process as a probability
measure on D∞ and vice versa.

Our main assumption is the following.

Assumption 1. For all t> 0, the probability law PXt (dx) is absolutely continuous with respect
to Lebesgue measure, with a density function f X

t .

Numerous studies have been dedicated to investigating the conditions that guarantee the
absolute continuity of the probability law PXt (dx) with respect to Lebesgue measure. For
instance, if the Gaussian component σ does not vanish, or if the characteristic function of
Xt is integrable for every t> 0, then the law PXt (dx) admits a density function with respect to
Lebesgue measure for every t> 0 [19, 20]. See also [13, 21] for more conditions that ensure
the existence of a density function.

Let r> 0 and z ∈R such that 0< f X
r (z)<+∞. Under Assumption 1, it follows from [12,

Proposition 1] that there exists a unique probability measure P
r,z such that

P
r,z
∣∣∣FX

t

= f X
r−t(z − Xt)

f X
r (z)

P

∣∣∣FX
t

for all t< r. Moreover, under Pr,z, the process (Xt, 0 ≤ t< r) is a non-homogeneous Markov
process with transition densities given by

P
r,z(Xt ∈ dy |FX

s

)= P
r,z(Xt ∈ dy | Xs) = f X

t−s(y − Xs)f X
r−t(z − y)

f X
r−s(z − Xs)

dy, s< t< r.

Furthermore, (Pr,z)z∈R is a regular version of the family of conditional probability distributions
P(· | Xr = z), z ∈R. This implies that Pr,z is the law of the bridge from 0 to z with determin-
istic length r associated with the Lévy process X. Let (Xr,z, t ≤ r) be the process associated
with the probability law P

r,z. The process thus constructed, Xr,z, can be realized as the coor-
dinate process on the Skorohod space Dr of càdlàg functions from [0,r] to R. Furthermore, it
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satisfies P
(
Xr,z

0 = 0, Xr,z
r = z

)= 1. Consequently, the finite-dimensional densities of Xr,z exist
and, given x0 = t0 = 0, for every n ∈N, 0< t1 < t2 < · · ·< tn < r, and (x1, x2, . . . , xn) ∈R

n,
we have

P
(
Xr,z

t1 ∈ dx1, . . . , Xr,z
tn ∈ dxn

)= f X
r−tn (z − xn)

f X
r (z)

n∏
i=1

f X
ti−ti−1

(xi − xi−1) dx1 · · · dxn.

Throughout the subsequent analysis, we extend the process Xr,z beyond time r by assigning
it the constant value z. That is, we identify the process

(
Xr,z

t , t ≥ 0
)

with the process X̃r,z :=(
Xr,z

t 1{t<r} + z1{t≥r}, t ≥ 0
)
. At this point, we are ready to introduce Lévy bridges with random

length and random pinning point associated with the Lévy process X.

Definition 1. Let τ and Z be two independent random variables taking values in (0,+∞) and
R, respectively. We say that a process ζ is the Lévy bridge with random length τ and pinning
point Z derived from the Lévy process X if the following are satisfied:

(i) 0< f X
r (z)<∞ for P(τ,Z)-almost every (r,z).

(ii) The conditional distribution of ζ given {τ = r, Z = z} is the law of the process Xr,z.

Remark 1. Following [10, Definition 3.1], given Z = z, ζ is none other than the Lévy process
pinned in z at the random time τ , or, equivalently, the Lévy bridge with pinning point z and
random length τ . Indeed, for all n ∈N, 0< t1 < t2 < · · ·< tn, and every bounded measurable
function defined on R

n,

E
[
g
(
ζt1 , . . . , ζtn

) | Z = z
]= ∫ +∞

0
E
[
g
(
ζt1 , . . . , ζtn

) | Z = z, τ = r
]
Pτ |Z=z(dr)

=
∫ +∞

0
E
[
g
(
Xr,z

t1 , . . . , Xr,z
tn

)]
Pτ (dr).

Denoting by ζ τ,z the bridge with pinning point z and random length τ associated with X, we
also have

E
[
g
(
ζ
τ,z
t1 , . . . , ζ

τ,z
tn

)]= ∫ +∞

0
E
[
g
(
ζ
τ,z
t1 , . . . , ζ

τ,z
tn

) | τ = r
]
Pτ (dr)

=
∫ +∞

0
E
[
g
(
Xr,z

t1 , . . . , Xr,z
tn

)]
Pτ (dr).

Remark 2. The process ζ can be realized as follows. Consider the probability space
(�̃, F̃, P̃) with �̃=D∞ × (0,+∞) ×R, F̃ =F ⊗B((0,+∞)) ⊗B(R), and P̃(dw, dr, dz) =
PXr,z(dw)P(τ,Z)(dr, dz). We write w̃ = (w, r, z) for a generic point of �̃. Now define τ̃ (w̃) = r,
Z̃(w̃) = z, and ζ̃t(w̃) = Xr,z

t (w), t ≥ 0. Thus, we have

P̃(τ̃ ≤ t) = P(τ ≤ t), t ≥ 0,

P̃(Z̃ ≤ a) = P(Z ≤ a), a ∈R,

and the conditional distribution of ζ̃ given {τ̃ = r, Z̃ = z} is the law PXr,z . Moreover, the process
thus defined has càdlàg paths and satisfies ζ̃t = Z̃ when τ̃ ≤ t and ζ̃0 = 0.
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2.1. Examples

We provide explicit representations of Lévy bridges with random length and pinning point
in the following examples.

Example 1. (Brownian motion.) Let (r, z) ∈ (0,+∞) ×R and B be a Brownian motion. It is
obvious that the Brownian bridge with length r and pinning point z can be represented as

Br,z
t = Bt∧r − t ∧ r

r
Br + t ∧ r

r
z, t ≥ 0.

For any strictly positive random time τ and any random variable Z such that τ , Z, and B are
independent, the process given by

ζt = Bt∧τ − t ∧ τ
τ

Bτ + t ∧ τ
τ

Z, t ≥ 0,

is the bridge with random length τ and pinning point Z associated with the Brownian motion
B. For a fuller treatment we refer the reader to [16].

Example 2. (Gamma process.) Let γ be a gamma process, and τ and Z be two random
variables taking values in (0,+∞) independent of γ . The process given by

ζt = Z
γt∧τ
γτ

, t ≥ 0,

is the bridge with random length τ and pinning point Z. See [9] for the case in which the
pinning point is deterministic.

Example 3. (Symmetric α-stable process.) Let Xα be a symmetric α-stable process with α ∈
(0, 1) ∪ (1, 2), that is, a Lévy process with Lévy measure given by

dνα(x) =
(

1

|x|1+α 1{x<0} + 1

x1+α 1{x>0}
)

dx.

Its characteristic exponent ΨXα has the form ΨXα (u) = −|u|α , u ∈R. Hence, it is clear that its
characteristic function is integrable. According to [20], it is evident that for all t> 0 the law
of Xαt is absolutely continuous with respect to Lebesgue measure. Furthermore, the density
function takes the form

f αt (x) = (2π )−1
∫
R

exp (ixy) exp ( − t|y|α) dy, x ∈R.

It is important to note that, for every x ∈R and t> 0, 0< f αt (x)<+∞. Indeed, if there exist
certain t and x such that f αt (x) = 0, then there exists a constant c such that Xαt − ct corresponds
to either a subordinator or the negation of a subordinator [20]. This contradicts the symmetry
of the process Xα . On the other hand, it is easy to see that

f αt (x) ≤ π−1
∫ +∞

0
exp ( − tyα) dy<+∞.
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Let (τ, Z) be two random variables taking values in (0,+∞) ×R \ {0} such that τ and Z are
independent of Xα . We define the following process:

ζt =
⎧⎨
⎩
(
τ 1/α/g

1/α
Zτ 1/α

)
Xα

t
(
gZτ1/α

)
/τ

if t< τ,

Z if t ≥ τ,
where, for a real-valued random variable C,

gC =
⎧⎨
⎩

0 if
{
t ≤ 1: Xαt− = Ct1/α

}= ∅,
sup

{
t ≤ 1: Xαt− = Ct1/α

}
otherwise.

The process ζ is well defined. Indeed, we have

P(gZτ 1/α > 0) =
∫ +∞

0

∫
R\{0}

P(gZτ 1/α > 0 | τ = r, Z = z) P(τ,Z)(dr, dz)

=
∫ +∞

0

∫
R\{0}

P(gzr1/α > 0) P(τ,Z)(dr, dz) = 1,

where the latter equality holds because, for any non-zero real number c, P(gc > 0) = 1 (see [7,
Theorem 6]), and therefore we obtain that, for any (r, z) ∈ (0,+∞) ×R\{0}, P(gzr1/α > 0) = 1.
Using [7, Theorem 3] and the fact that τ and Z are independent of Xα , we can show that ζ is
the bridge with length τ and pinning point Z associated with Xα .

2.2. Certain properties of the random time τ

In this subsection, we investigate certain properties of the random time τ in terms of the
nature of the law of the pinning point Z.

Proposition 1. For all t> 0, P({ζt = Z} � {τ ≤ t}) = 0.

Proof. Using Definition 1(ii), the fact that Xr,z
t is absolutely continuous with respect to

Lebesgue measure for all r> t> 0, along with the observation that Xr,z
t = z when t ≥ r, we

obtain

P({ζt = Z} � {τ ≤ t}) = P(ζt = Z, t< τ ) + P(ζt �= Z, τ ≤ t)

=
∫ +∞

t

∫
R

P(ζt = Z | τ = r, Z = z) P(τ,Z)(dr, dz)

+
∫ t

0

∫
R

P(ζt �= Z | τ = r, Z = z) P(τ,Z)(dr, dz)

=
∫ +∞

t

∫
R

P(Xr,z
t = z) P(τ,Z)(dr, dz)

+
∫ t

0

∫
R

P(z �= z) P(τ,Z)(dr, dz) = 0. �

Remark 3.

(i) The process
(
1{τ≤t}, t> 0

)
is a modification, under the probability measure P, of the

process
(
1{ζt=Z}, t> 0

)
.

(ii) The random time τ is an (Fζ ∨ σ (Z) ∨NP)-stopping time.
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From the well-known Lebesgue decomposition theorem, we see that the law PZ of Z can be
decomposed as

PZ = (1 − aac)Ps
Z + aacP

ac
Z , (1)

where aac is a non-negative real number less than or equal to 1, Pac
Z is absolutely continuous

with respect to the Lebesgue measure (there exists a positive function fZ(t) such that Pac
Z (A) =∫

A fZ(s) ds for all A ∈B(R)), and P
s
Z is singular with respect to the Lebesgue measure. Hence,

there exists a set Z ⊂R such that Pac
Z (Z ) = 0 and P

s
Z(Z ) = 1.

The singular part can be also decomposed into a discrete part Psd
Z (pure point part), and a

singular continuous part Psc
Z (has a distribution function that is continuous but not absolutely

continuous – it only increases on a set of Lebesgue measure 0), that is,

PZ = asdP
sd
Z + ascP

sc
Z + aacP

ac
Z ,

where asd and asc are two non-negative real numbers such that asd + asc + aac = 1. We have
the following result.

Proposition 2. Let ζ be a Lévy bridge with length τ and pinning point Z. Then {τ ≤ t} ∈ σ (ζt) ∨
NP for all t if and only if aac = 0.

Proof. Suppose that aac = 0, that is, the pinning point Z takes values in a set Z of Lebesgue
measure zero. Then the process

(
1{τ≤t}, t> 0

)
is a modification, under the probability measure

P, of the process
(
1{ζt∈Z}, t> 0

)
. Indeed, for all t> 0,

P({ζt ∈ Z} � {τ ≤ t}) = P(ζt ∈ Z, t< τ ) + P(ζt ∈ Z c, τ ≤ t)

=
∫ +∞

t

∫
R

P(ζt ∈ Z | τ = r, Z = z) P(τ,Z)(dr, dz)

+
∫ t

0

∫
R

P(ζt ∈ Z c | τ = r, Z = z) P(τ,Z)(dr, dz)

=
∫ +∞

t

∫
R

P(Xr,z
t ∈ Z ) P(τ,Z)(dr, dz) + P(τ ≤ t, Z ∈ Z c) = 0.

In the latter equality, we have made use of the fact that P(Z ∈ Z c) = 0, the set Z is of Lebesgue
measure zero, and that the law of Xr,z

t is absolutely continuous with respect to the Lebesgue
measure when 0< t< r. This leads to the conclusion that, for all t> 0, the event {τ ≤ t} ∈
σ (ζt) ∨NP.

Conversely, assume that aac �= 0, It suffices to prove that there exist times t> 0 such that
E
[
1{τ≤t} | ζt

] �= 1{τ≤t}. To establish this it is necessary to determine the law of τ given ζt. It
is not difficult to show that Pζt|τ=r, the law of ζt given {τ = r}, is absolutely continuous with
respect to ν(dx) = P

s
Z(dx) + dx. Moreover, its Radon–Nikodym derivative is given by

qt(r, x) = ((1 − aac)1Z (x) + aac1Z c (x)fZ(x))1{r≤t}

+
∫
R

f X
r−t(z − x)f X

t (x)

f X
r (z)

PZ(dz)1Z c (x)1{t<r}.
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That is, for every B ∈B(R), we have Pζt|τ=r(B) = ∫
B qt(r, x) ν(dx). Thus, applying Bayes’ for-

mula, it follows that, for all bounded measurable functions h defined on (0,+∞), P-a.s. (almost
surely),

E[h(τ ) | ζt] =
∫ +∞

0 h(r)qt(r, ζt) Pτ (dr)∫ +∞
0 qt(r, ζt) Pτ (dr)

= fZ(ζt)
∫ t

0 h(r) Pτ (dr)

fZ(ζt)Fτ (t)
1Z (ζt)

+ aac fZ(ζt)
∫ t

0 h(r) Pτ (dr) + f X
t (ζt)

∫ +∞
t h(r)

∫
R

[
f X
r−t(z − ζt)/f X

r (z)
]
PZ(dz)Pτ (dr)

aac fZ(ζt)Fτ (t) + f X
t (ζt)

∫ +∞
t

∫
R

[
f X
r−t(z − ζt)/f X

r (z)
]
PZ(dz) Pτ (dr)

1Z c (ζt).

(2)

Consequently, we have, P-a.s.,

E
[
1{τ≤t} | ζt

]
= 1Z (ζt) + aac fZ(ζt)Fτ (t)

aac fZ(ζt)Fτ (t) + f X
t (ζt)

∫ +∞
t

∫
R

[
f X
r−t(z − ζt)/f X

r (z)
]
PZ(dz) Pτ (dr)

1Z c (ζt).

For t> 0 such that 0< P(τ > t)< 1, let us define the random set Nt given by

Nt =
{∫ +∞

t

∫
R

f X
r−t(z − ζt)f X

t (ζt)

f X
r (z)

PZ(dz) Pτ (dr) �= 0, ζt ∈ Z c, fZ(ζt) �= 0, τ ≤ t

}
.

It is easy to see that for t> 0 such that 0< P(τ > t)< 1, we have, P-a.s.,∫ +∞

t

∫
R

f X
r−t(z − ζt)f X

t (ζt)

f X
r (z)

PZ(dz) Pτ (dr) �= 0.

Thus, it follows from Proposition 1, the independence of τ and Z, and the decomposition in
(1) that

P(Nt) = P
(
ζt ∈ Z c, fZ(ζt) �= 0, τ ≤ t

)= Fτ (t)P
(
Z ∈ Z c, fZ(Z) �= 0

)= aacFτ (t)> 0.

Hence, for ω ∈Nt,

aac fZ(ζt(ω))Fτ (t)

aac fZ(ζt(ω))Fτ (t) + f X
t (ζt(ω))

∫ +∞
t

∫
R

[
f X
r−t(z − ζt(ω))/f X

r (z)
]
PZ(dz) Pτ (dr)

< 1.

This yields, for ω ∈Nt, E
[
1{τ≤t} | ζt

]
(ω)< 1{τ≤t}(ω). We can conclude that there exist certain

t> 0 such that, P-a.s., E
[
1{τ≤t} | ζt

] �= 1{τ≤t}, which completes the proof. �

2.3. Markov property of the Lévy bridge ζ

In this subsection, we investigate the influence of the distribution of the pinning point Z on
the memorylessness of the bridge process ζ . The following theorem states that if the law PZ

of the pinning point Z does not possess an absolutely continuous part, then the bridge process
satisfies the Markov property.

Theorem 1. Assume that aac = 0. Then, the bridge ζ with random length τ and pinning point
Z associated with the Lévy process X is Markovian.
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Proof. Since ζ0 = 0, it suffices to prove that, for all n ∈N, for every bounded mea-
surable function g defined on R, and 0< t1 < t2 < · · ·< tn < u, we have, P-a.s., E[g(ζu) |
ζt1 , . . . , ζtn ] =E[g(ζu) | ζtn]. Since aac = 0, it follows from Proposition 2 that

E
[
g(ζu)1{τ≤tn} | ζt1, . . . , ζtn

]=E
[
g(ζtn )1{τ≤tn} | ζt1 , . . . , ζtn

]=E
[
g(ζu)1{τ≤tn} | ζtn

]
.

Hence, it remains to show that E[g(ζu)1{tn<τ } | ζt1, . . . , ζtn] =E[g(ζu)1{tn<τ } | ζtn ]. Thus, it
suffices to verify that, for every bounded measurable function L on R

n,

E
[
g(ζu)1{tn<τ }L(ζt1 , . . . , ζtn)

]=E
[
E
[
g(ζu) | ζtn

]
1{tn<τ }L(ζt1 , . . . , ζtn )

]
. (3)

To show (3), we first need to compute the law of ζu given ζt for 0< t< u. From (2), for any
bounded measurable function h defined on (0,+∞) we have, P-a.s.,

E[h(τ ) | ζt] =
∫ t

0

h(r)

Fτ (t)
Pτ (dr)1Z (ζt)

+
∫ +∞

t h(r)
∫
R

[
f X
r−t(z − ζt)/f X

r (z)
]
PZ(dz) Pτ (dr)∫ +∞

t

∫
R

[
f X
r−t(z − ζt)/f X

r (z)
]
PZ(dz) Pτ (dr)

1Z c (ζt).

Hence, for any bounded measurable function U defined on (0,+∞) ×R, with the notation
ζ r,Z representing the bridge with random pinning point Z and deterministic length r associated
with X, we have, P-a.s.,

E[U(τ, Z) | ζt = x] =
∫ +∞

0
E[U(τ, Z) | ζt = x, τ = r] Pτ |ζt=x(dr)

=
∫ +∞

0
E
[
U(r, Z) | ζ r,Z

t = x
]
Pτ |ζt=x(dr)

=
∫ t

0

U(r, x)

Fτ (t)
Pτ (dr)1Z (x)

+
∫
R

∫ +∞
t U(r, z)

[
f X
r−t(z − x)/f X

r (z)
]
Pτ (dr) PZ(dz)∫

R

∫ +∞
t

[
f X
r−t(z − x)/f X

r (z)
]
Pτ (dr) PZ(dz)

1Z c (x),

where we have used in the latter equality the fact that, for any bounded measurable function g
defined on R, we have, P-a.s.,

E
[
g(Z) | ζ r,Z

t = x
]= g(x)1{r≤t} +

∫
R

g(z)
[

f X
r−t(z − x)/f X

r (z)
]
PZ(dz)∫

R

[
f X
r−t(z − x)/f X

r (z)
]
PZ(dz)

1{t<r}, (4)

which is obtained by a simple application of Bayes’ theorem. By utilizing the fact that

E[g(ζu) | ζt = x] =
∫ +∞

0

∫
R

E
[
g
(
Xr,z

u

) | Xr,z
t = x

]
P(τ,Z)|ζt=x(dr, dz),

we obtain

E[g(ζu) | ζt] = g(ζt)1{τ≤t} +
∫
R

g(z)
∫ u

t

[
f X
r−t(z − ζt)/f X

r (z)
]
Pτ (dr) PZ(dz)∫

R

∫ +∞
t

[
f X
r−t(z − ζt)/f X

r (z)
]
Pτ (dr) PZ(dz)

1{t<τ }

+
∫
R

g(y)f X
u−t(y − ζt)

∫
R

∫ +∞
u

[
f X
r−u(z − y)/f X

r (z)
]
Pτ (dr) PZ(dz)∫

R

∫ +∞
t

[
f X
r−t(z − ζt)/f X

r (z)
]
Pτ (dr) PZ(dz)

dy 1{t<τ }.
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We are now in a position to demonstrate (3). We have

E[E[g(ζu) | ζtn ]1{tn<τ }L(ζt1 , . . . , ζtn )]

=E

[∫
R

g(z)
∫ u

tn

[
f X
r−tn (z − ζtn )/f X

r (z)
]
Pτ (dr) PZ(dz)∫

R

∫ +∞
tn

[
f X
r−tn (z − ζtn )/f X

r (z)
]
Pτ (dr) PZ(dz)

1{tn<τ }L(ζt1 , . . . , ζtn )

]

+E

[ ∫
R

g(y)f X
u−tn (y − ζtn )

∫
R

∫ +∞
u

[
f X
r−u(z − y)/f X

r (z)
]
Pτ (dr) PZ(dz)∫

R

∫ +∞
tn

[
f X
r−tn (z − ζtn )/f X

r (z)
]
Pτ (dr) PZ(dz)

dy 1{tn<τ }L(ζt1 , . . . , ζtn )

]
.

From Definition 1 and the formula of total probability, we have

E

[∫
R

g(z)
∫ u

tn

[
f X
r−tn (z − ζtn )/f X

r (z)
]
Pτ (dr) PZ(dz)∫

R

∫ +∞
tn

[
f X
r−tn (z − ζtn )/f X

r (z)
]
Pτ (dr) PZ(dz)

1{tn<τ }L(ζt1 , . . . , ζtn )

]

=
∫
R

∫ +∞

tn
E

[∫
R

g(z)
∫ u

tn

[
f X
r−tn

(
z − Xr′,z′

tn

)
/f X

r (z)
]
Pτ (dr) PZ(dz)∫

R

∫ +∞
tn

[
f X
r−tn

(
z − Xr′,z′

tn

)
/f X

r (z)
]
Pτ (dr) PZ(dz)

L
(

Xr′,z′
t1 , . . . , Xr′,z′

tn

)]
PZ(dz′) Pτ (dr′).

Using the fact that the bridge law P
r,z is absolutely continuous with respect to P with density

Mr,z given by

Mr,z
t = dPr,z|FX

t

dP|FX
t

= f X
r−t(z − Xt)

f X
r (z)

,

that is, for any bounded FX
t -measurable F,

E
r,z[F] =E

[
F

f X
r−t(z − Xt)

f X
r (z)

]
, (5)

where E
r,z is the expectation under Pr,z, we have

E

[∫
R

g(z)
∫ u

tn

[
f X
r−tn

(
z − Xr′,z′

tn

)
/f X

r (z)
]
Pτ (dr) PZ(dz)∫

R

∫ +∞
tn

[
f X
r−tn

(
z − Xr′,z′

tn

)
/f X

r (z)
]
Pτ (dr)PZ(dz)

L
(

Xr′,z′
t1 , . . . , Xr′,z′

tn

)]

=E

[∫
R

g(z)
∫ u

tn
[ f X

r−tn (z − Xtn )/f X
r (z)] Pτ (dr) PZ(dz)∫

R

∫ +∞
tn

[ f X
r−tn (z − Xtn )/f X

r (z)] Pτ (dr) PZ(dz)
L(Xt1 , . . . , Xtn )

f X
r′−tn

(z′ − Xtn )

f X
r′ (z′)

]
,

Fubini and (5) yield

E

[∫
R

g(z)
∫ u

tn

[
f X
r−tn (z − ζtn )/f X

r (z)
]
Pτ (dr) PZ(dz)∫

R

∫ +∞
tn

[
f X
r−tn (z − ζtn )/f X

r (z)
]
Pτ (dr) PZ(dz)

1{tn<τ }L(ζt1 , . . . , ζtn)

]

=E

[ ∫
R

g(z)
∫ u

tn

f X
r−tn (z − Xtn )

f X
r (z)

Pτ (dr) PZ(dz)L(Xt1 , . . . , Xtn )

]

=
∫
R

g(z)
∫ u

tn
E

[
L(Xt1 , . . . , Xtn )

f X
r−tn (z − Xtn )

f X
r (z)

]
Pτ (dr) PZ(dz)

=
∫
R

g(z)
∫ u

tn
E
[
L
(
Xr,z

t1 , . . . , Xr,z
tn

)]
Pτ (dr) PZ(dz) =E

[
g(ζu)1{tn<τ≤u}L(ζt1 , . . . , ζtn )

]
.
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Similarly, Definition 1, Fubini, and (5) yield

E

[∫
R

g(y)f X
u−tn (y − ζtn)

∫
R

∫ +∞
u

[
f X
r−u(z − y)/f X

r (z)
]
Pτ (dr) PZ(dz)∫

R

∫ +∞
tn

[
f X
r−tn (z − ζtn )/f X

r (z)
]
Pτ (dr) PZ(dz)

dy 1{tn<τ }L(ζt1 , . . . , ζtn )

]

=E

[ ∫
R

g(y)f X
u−tn (y − Xtn )

∫
R

∫ +∞

u

f X
r−u(z − y)

f X
r (z)

Pτ (dr) PZ(dz) dy L(Xt1 , . . . , Xtn )

]

=
∫
R

∫ +∞

u
E

[ ∫
R

g(y)
f X
u−tn(y − Xtn )f X

r−u(z − y)

f X
r (z)

dy L(Xt1 , . . . , Xtn )

]
Pτ (dr) PZ(dz)

=
∫
R

∫ +∞

u
E

[ ∫
R

g(y)
f X
u−tn

(
y − Xr,z

tn

)
f X
r−u(z − y)

f X
r−tn

(
z − Xr,z

tn

) dy L
(
Xr,z

t1 , . . . , Xr,z
tn

)]
Pτ (dr) PZ(dz).

On the other hand, using the Markov property of Xr,z we obtain

∫
R

∫ +∞

u
E

[ ∫
R

g(y)
f X
u−tn

(
y − Xr,z

tn

)
f X
r−u(z − y)

f X
r−tn

(
z − Xr,z

tn

) dy L
(
Xr,z

t1 , . . . , Xr,z
tn

)]
Pτ (dr) PZ(dz)

=
∫
R

∫ +∞

u
E[E

[
g
(
Xr,z

u

) | Xr,z
tn

]
L
(
Xr,z

t1 , . . . , Xr,z
tn

)
] Pτ (dr) PZ(dz)

=
∫
R

∫ +∞

u
E
[
g(Xr,z

u )L
(
Xr,z

t1 , . . . , Xr,z
tn

)]
Pτ (dr) PZ(dz) =E

[
g(ζu)1{u<τ }L

(
ζt1 , . . . , ζtn

)]
.

Combining all this, we obtain the asserted result (3); the proof of the theorem is
complete. �

We are now ready to state the second main result of this paper. This result highlights
the importance of the pinning point’s distribution in determining the memorylessness and
stochastic dynamics of the bridge process.

Theorem 2. Assume that aac �= 0. Then there exist non-constant random times τ such that the
Lévy bridge ζ , with length τ and pinning point Z, does not possess the Markov property with
respect to its natural filtration.

Proof. Assume that ζ is Markovian. Hence, for all 0< t< u, and for all bounded continuous
functions g, we have, P-a.s., E[g(ζu) |F ζ

t ] =E[g(ζu) | ζt]. Since ζu = Z, on {τ ≤ u} and P(τ <
+∞) = 1 ζu converges to Z a.s. as u goes to +∞. Thus,

E
[
g(Z) |F ζ

t
]= lim

u→+∞ E
[
g(ζu) |F ζ

t
]= lim

u→+∞ E[g(ζu) | ζt] =E[g(Z) | ζt]. (6)

With the notation ζ r,Z representing the bridge with random pinning point Z and deterministic
length r associated with X, we have, P-a.s.,

E[g(Z) | ζt = x] =
∫ +∞

0
E[g(Z) | ζt = x, τ = r] Pτ |ζt=x(dr)

=
∫ +∞

0
E[g(Z) | ζ r,Z

t = x] Pτ |ζt=x(dr).
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This, (2), and (4) show that

E[g(Z) | ζt] = g(ζt)1Z (ζt)

+ aac fZ(ζt)g(ζt)Fτ (t) + f X
t (ζt)

∫ +∞
t

∫
R

g(z)
[

f X
r−t(z − ζt)/f X

r (z)
]
PZ(dz) Pτ (dr)

aac fZ(ζt)Fτ (t) + f X
t (ζt)

∫ +∞
t

∫
R

[
f X
r−t(z − ζt)/f X

r (z)
]
PZ(dz) Pτ (dr)

1Z c (ζt).

(7)

Let 0< t1 < t2 be such that Fτ (t1) = 0 and 0< Fτ (t2)< 1. For B1, B2 ∈B(R), the formula of
total probability and the fact that P(τ ≤ t1) = 0 yield

P((ζt1, ζt2 ) ∈ B1 × B2 | τ = r) =
∫
R

P((ζt1, ζt2 ) ∈ B1 × B2 | τ = r, Z = z) PZ(dz)

=
∫
R

P((Xr,z
t1 , Xr,z

t2 ) ∈ B1 × B2) PZ(dz)

=
∫

B1×B2

qt1,t2 (r, x1, x2) dx1 ⊗ (
dx2 + P

s
Z(dx2)

)
,

where

qt1,t2 (r, x1, x2) = ((1 − aac)1Z (x2) + aac fZ(x2)1Z c (x2))
f X
r−t1 (x2 − x1)f X

t1 (x1)

f X
r (x2)

1{t1<r≤t2}

+ f X
t1 (x1)f X

t2−t1 (x2 − x1)
∫
R

f X
r−t2 (z − x2)

f X
r (z)

PZ(dz) 1Z (x2) 1{t2<r}.

Hence, it follows from Bayes’ theorem that, for all bounded measurable functions h defined on
(0,+∞), P-a.s.,

E[h(τ ) | ζt1 = x1, ζt2 = x2] = 1Z (x2)

∫ t2
t1

h(r)
[

f X
r−t1 (x2 − x1)/f X

r (x2)
]
Pτ (dr)∫ t2

t1

[
f X
r−t1 (x2 − x1)/f X

r (x2)
]
Pτ (dr)

+ 1Z c (x2)
ξ

η
,

(8)
where

ξ = aac fZ(x2)
∫ t2

t1
h(r)

f X
r−t1 (x2 − x1)

f X
r (x2)

Pτ (dr)

+ f X
t2−t1 (x2 − x1)

∫ +∞

t2
h(r)

∫
R

f X
r−t2 (z − x2)

f X
r (z)

PZ(dz) Pτ (dr),

η= aac fZ(x2)
∫ t2

t1

f X
r−t1 (x2 − x1)

f X
r (x2)

Pτ (dr)

+ f X
t2−t1 (x2 − x1)

∫ +∞

t2

∫
R

f X
r−t2 (z − x2)

f X
r (z)

PZ(dz) Pτ (dr).

On the other hand, we have

E[g(Z) | ζt1 = x1, ζt2 = x2] =
∫ +∞

0
E[g(Z) | ζt1 = x1, ζt2 = x2, τ = r] Pτ |ζt1=x1,ζt2=x2 (dr)

=
∫ +∞

0
E
[
g(Z) | ζ r,Z

t2 = x
]
Pτ |ζt1=x1,ζt2=x2 (dr). (9)
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Thus, (4), (8), and (9) show that

E[g(Z) | ζt1, ζt2 ] = g(ζt2 )1Z (ζt2 )+
aac fZ(ζt2 )g(ζt2 ) + Ut1,t2 (ζt1 , ζt2 )

∫ +∞
t2

∫
R

g(z)[ f X
r−t2 (z − ζt2 )/f X

r (z)]fZ(z) dz Pτ (dr)

aac fZ(ζt2 ) + Ut1,t2 (ζt1, ζt2 )
∫ +∞

t2

∫
R

[ f X
r−t2 (z − ζt2 )/f X

r (z)]fZ(z) dz Pτ (dr)
1Z c (ζt2 ),

(10)

where

Ut1,t2 (x1, x2) = f X
t2−t1 (x2 − x1)∫ t2

t1

[
f X
r−t1 (x2 − x1)/f X

r (x2)
]
Pτ (dr)

, x1, x2 ∈R, 0< t1 < t2.

From (7), we have, P-a.s.,

E[g(Z) | ζt2 ] = g(ζt2 )1Z (ζt2 )+
aac fZ(ζt2 )g(ζt2 ) + [

f X
t2 (ζt2 )/Fτ (t2)

] ∫ +∞
t2

∫
R

g(z)[ f X
r−t2 (z − ζt2 )/f X

r (z)]fZ(z) dz Pτ (dr)

aac fZ(ζt2 )Fτ (t2) + [
f X
t2 (ζt2 )/Fτ (t2)

] ∫ +∞
t2

∫
R

[ f X
r−2

(z − ζt2 )/f X
r (z)]fZ(z) dzPτ (dr)

1Z c (ζt2 ).

(11)

Thus, it follows from (6), (10), and (11) that Ut1,t2 (ζt1 , ζt2 ) = f X
t2 (ζt2 )/Fτ (t2), a contradiction,

since if, for instance, τ is a two-point random variable such that P(τ = T1) = P(τ = T2) = 1
2

and t1 < T1 < t2 < T2, we have

f X
t2−t1 (ζt2 − ζt1 )

f X
T1−t1

(ζt2 − ζt1 )
f X
T1

(ζt2 ) �= f X
t2

(
ζt2

)
.

This completes the proof. �

Since the pinning point has a significant influence on the Markov property of the bridge
process, it is worth noting that the Markov property still holds when considering the two-
dimensional process consisting of both the pinning point and the bridge process.

Theorem 3. The two-dimensional process Y defined by Yt = (Z, ζt), t ≥ 0, is a Markov pro-
cess with respect to its natural filtration. Moreover, for any 0< t< u and for every bounded
measurable function G defined on R

2,

E[G(Yu) | Yt] = G(Z, Z)

(
1{ζt=Z} +

∫ u
t

[
f X
r−t(Z − ζt)/f X

r (Z)
]
Pτ (dr)∫ +∞

t

[
f X
r−t(Z − ζt)/f X

r (Z)
]
Pτ (dr)

1{ζt �=Z}

)

+
∫
R

G(Z, y)f X
u−t(y − ζt)

∫ +∞
u

[
f X
r−u(Z − y)/f X

r (Z)
]
Pτ (dr)∫ +∞

t

[
f X
r−t(Z − ζt)/f X

r (Z)
]
Pτ (dr)

dy 1{ζt �=Z}.

Proof. Using the fact that ζ z is a Markov process with respect to its natural filtration (see [10,
Theorem 3.8]), for all n ∈N and 0< t1 < t2 < · · ·< tn < u, and for all measurable functions G
defined on R

2 such that G(Z, ζu) is integrable, we have, P-a.s.,

E[G(Yu) | Yt1 = y1, . . . , Ytn = yn] =E[G(Z, ζu) | ζt1 = x1, . . . , ζtn = xn, Z = z]

=E[G(z, ζ z
u) | ζ z

t1 = x1, . . . , ζ
z
tn = xn]

=E[G(z, ζ z
u) | ζ z

tn = xn] =E[G(Yu) | Ytn = yn].
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Again, it follows from [10, Theorem 3.8] that for y = (z, x) ∈R
2, for any 0< t< u, and for

every bounded measurable function G,

E[G(Yu) | Yt = y] = [G(z, ζ z
u) | ζ z

t = x]

= G(z, z)

(
1{x=z} +

∫ u
t [ f X

r−t(z − x)/f X
r (z)] Pτ (dr)∫ +∞

t [ f X
r−t(z − x)/f X

r (z)] Pτ (dr)
1{x �=z}

)

+
∫
R

G(z, y)f X
u−t(y − x)

∫ +∞
u [ f X

r−u(z − y)/f X
r (z)] Pτ (dr)∫ +∞

t [ f X
r−t(z − x) f X

r (z)] Pτ (dr)
dy 1{x �=z}.

This completes the proof. �
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