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This article investigates the impact of ChatGPT on student writing in the context
of Model United Nations position papers, which require extensive research and concise

articulation of policies on international issues. By comparing student-written papers and

ChatGPT-generated papers, we find that whereas Al-generated papers received higher

evaluations overall, award-winning student papers outperformed Al-generated papers.
Furthermore, the quality of Al-generated writing is shown to depend on human input,
emphasizing the importance of a human-centered approach to Al in education.

ore than half of college students admit to
using Artificial Intelligence (AI) programs
such as ChatGPT (ie, an acronym for
Generative Pre-trained Transformer) to com-
plete assignments and exams (Nam 2023).
Although much attention has focused on the implications of this
phenomenon for learning and plagiarism (Cotton, Cotton, and
Shipway 2023; Wang 2023), the emergence of AI tools raises
broader questions about the implications for student writing. To
what extent does AI outperform human writing? Are students
better off relying on AI rather than generating original content?
We assessed the impact of AT on student writing by focusing on
the capacity of one instrument, ChatGPT, for writing a specific type
of paper: position papers in the context of Model United Nations
(MUN). Position papers in MUN describe each country’s policies
on the topics being discussed in specific committees. These docu-
ments are highly technical and draw on research from international,
regional, and domestic treaties; conventions; declarations; and
resolutions to propose initiatives that address problems related to
the topic under discussion. Although they are composed in the
context of an academic competition, their content and structure—
which are grounded in factual sources and ongoing activities of

Corresponding author: Jennifer L. De Maio " is professor of political science at
California State University, Northridge. She can be reached at jdemaio@csun.edu.
Ismail Kabalaki is an independent scholar. He can be reached at skabalaki@gmail.com.
Shayan Moshtael is a student at the University of West Los Angeles School of Law. He
can be reached at shayanmoshtael@gmail.com.

Michael A. Tejax is an independent scholar. He can be reached at michaeltejax@icloud.

com.

countries operating within the international community—provide
a proxy for research studies that students are asked regularly to
undertake. The process of drafting a MUN paper is rigorous:
students must make decisions about how to condense extensive
information about a given topic, country, and policy to fit within a
two-page limit. To ensure a quality paper, entire teams of students
often may work together to pool their research and collective
knowledge, drawing primarily on a background guide provided
by the conference as well as United Nations (UN) databases,
government websites, and media reports. Position papers typically
require about 40 hours to write, with multiple rewrites and revisions
before submission to be eligible for award recognition. Papers that
propose multiple creative and feasible solutions, written as suc-
cinctly and as formally as possible, often are the most valued.

We evaluated the capacity of ChatGPT to substitute for stu-
dents in composing these position papers by comparing blind
evaluations of MUN position papers written by students along-
side those composed by ChatGPT (De Maio et al. 2024). We
organized the student-written papers into two categories: those
that won awards at the MUN conference at which they were
presented and those that were randomly selected from non-award-
winning papers. This allowed us to compare the Al-generated
papers against both “average” papers and those judged by the
MUN awards committee to be especially excellent.

We assessed the papers across various dimensions, including
accuracy, thoroughness, grammar, and clarity. We found that
papers written by ChatGPT were evaluated more highly than those
written by students. However, award-winning student-written posi-
tion papers outperformed ChatGPT-generated papers. Although
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The Teacher: AI vs. Students

our study focused on a specific type of writing assignment, we
expect that our analysis will contribute to deepening our under-
standing of the benefits and limitations of students using Al in their
coursework.

Understanding the success of ChatGPT in mimicking—and
even surpassing—student-written work requires recognizing that
ChatGPT’s performance is only as good as the instructions that its
users provided. The quality of Al-generated writing depends on
human-generated input. As our study emphasizes, this recogni-
tion underscores the need for a human-centered approach to Al
that not only ensures collaboration between student and machine
but also preserves human agency and control.

provide monitoring and oversight to limit the chance of producing
(and reproducing) false statements (Miao and Holmes 2023). The
results presented in this article were affected by the specific instruc-
tions that we gave ChatGPT—instructions that could come only
from a human with a well-researched understanding of the topic.

METHODOLOGY

Critical components of MUN competitions include the research-
ing, writing, and submitting of position papers. Position papers
are brief, two-page documents prepared by delegates who repre-
sent a country or an entity on a particular MUN committee. These
papers outline the country’s policies, interests, and proposed

The quality of Al-generated writing depends on human-generated input....[T]his
recognition underscores the need for a human-centered approach to Al that not only
ensures collaboration between student and machine but also preserves human agency and

control.

THE CAPACITY OF CHATGPT

The emergence of ChatGPT in late 2022 as the first publicly
available and easy-to-use AI-generative tool raised concerns about
the implications of AI in the future of education (Miao and
Holmes 2023)." As ChatGPT quickly became the fastest-growing
app in history, these concerns focused primarily on the increased
ability of students to cheat on assignments, rely on inaccurate
and/or biased research, and not develop critical-thinking skills
essential for learning (Anders 2023).

A particular concern has been about what AI tools such as
ChatGPT could mean for innovation and the development of new
ideas. A form of machine learning, ChatGPT produces replies to
prompts written in a conversational interface (Open Al 2023).
ChatGPT does not operate based on a set of rules; instead, it
converts prompts that are inputted by users into new content that
draws from data collected from websites, blogs, and other digital
media (Metz 2024). Because ChatGPT searches for common
patterns in the data that it accesses, it cannot produce original
ideas and solutions to the types of real-world challenges con-
fronted by organizations such as the UN. It also cannot guarantee
accuracy (OpenAl 2023), and it depends on user knowledge of the
subject to detect errors. Moreover, ChatGPT is being trained
continuously by the input of data that increases its “parameters”
or metaphorical “knobs” that can be adjusted to improve its
performance (Miao and Holmes 2023). These parameters then
determine how ChatGPT processes information and generates
output. It is not clear, however, how the content that forms these
parameters was created. It may include false or inaccurate infor-
mation as well as reflect cultural norms that bias the content
generated (Miao and Holmes 2023). Thus, whereas ChatGPT can
provide shortcuts by synthesizing information, concerns about its
accuracy suggest that it cannot replace human-led research.

To know how much we can trust the output generated by
ChatGPT, we must have significant knowledge of the topic about
which we are asking it to write. The 2023 United Nations Educa-
tional, Scientific and Cultural Organization report on guidelines for
using AI suggests that ChatGPT’s efficacy as an academic tool
depends on grounding it in a human-centered approach that can
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solutions to a pair of preassigned problems that are distributed
in advance by the conference organizers. Position papers are
essential tools for effective communication, cooperation, and
debate within the MUN framework. They also are an opportunity
for highlighting writing and reasoning skills, which is why our
analysis of MUN position papers helps to understand the useful-
ness of ChatGPT as a replacement for students’ own efforts. The
best papers are awarded the prize of Outstanding Position Paper
to acknowledge their inclusion of relevant facts, statistics, and
historical context to support the arguments presented, as well as
the originality of the proposed solutions.

For our analysis, we collected position papers submitted to the
2023 National MUN (NMUN) Conference held in New York.>? We
then drew from a sample of 100 papers, stratified by committee
(i.e., weighted by committee size) and by whether a paper had received
an Outstanding Position Paper award.? For each student-written
position paper that we selected, we instructed ChatGPT to write a
parallel paper for the same committee on the same topic and repre-
senting the same country. The resulting dataset consisted of 200 posi-
tion papers: 100 pairs, half student-written* and half composed by
ChatGPT. The human or AT authorship (as well as—among the
former—the status of the position papers as award-winning or not)
was hidden from the coders who then were asked to evaluate their
quality following a detailed rubric.> In developing this rubric, we
adopted the guidelines used by the NMUN organization to evaluate
position papers for awards. The rubric assesses various aspects of the
position paper, including writing quality, adherence to style and
grammar conventions, reference to relevant resolutions and docu-
ments, consistency with bloc/geopolitical and UN constraints, and
the depth of analysis provided. Each criterion was evaluated on a scale
from o to 4, with descriptors for exemplary, proficient, developing,
elementary, and unsatisfactory levels of performance. The total pos-
sible points that a paper could earn was 36 across the nine parameters.
Assessments were completed by trained research assistants who were
blinded to the authorship and award status of the position papers.

GENERATING POSITION PAPERS USING CHATGPT

Each committee has a background guide that details the two topics
to be discussed at the conference. Students have access to these
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background guides several months before the conference, and they
rely on them to guide their research. Each background guide has
seven distinct sections. The introductory section is dedicated to
introducing readers to the two topics discussed in the position
paper and in the upcoming committee session. Following the
introduction, each of the two topics has three sections, all of which
address different aspects of the issue. The first section provides
background information and focuses on why the topic is impor-
tant to the global community. The second section instructs stu-
dent delegates to consider actions taken by the UN, regional
institutions, and other member states to address the issue. The
third section asks the writer to propose solutions to the issue by
answering the questions in the further-research part of the back-
ground guide.

We instructed ChatGPT to write position papers following the
same guidelines that the students were asked to follow. Rather
than creating a single prompt with all of the background guide
information, instructions, and examples about what to write for
each paragraph, we created seven prompts that corresponded with
the seven sections in the background guides. This step was
necessary because in its current configuration, ChatGPT cannot
support a prompt with all of the consolidated information. For the
introduction, we instructed ChatGPT on which topics would be
discussed in the position paper and the committee to which the
paper was being submitted and to take a stance as “X” member
state. We also uploaded the instructions provided in the MUN
position paper guide so that ChatGPT could replicate the correct
format. The information given to ChatGPT for each of the other
sections was as follows: the topic discussed, which member-state
stance it should take, the background information in the back-
ground guide, the instructions for the paragraph in the position
paper guide, and an example of the section in the position paper
guide. We also instructed it to write 125 words for the first section,
250 words for the second section, and 150 words for the third
section. The number of words we asked ChatGPT to write per
section was the same as that written in the examples given in the
position paper guide. However, because this input was a

Figure 1

suggestion, ChatGPT generated papers with varying word totals
per section that more accurately reflected variation across the
student-written papers.

ANALYSIS

We found that student-written, award-winning papers scored the
highest across all dimensions. As shown in figure 1, the total score
for award-winning papers was 26.3/36. The next-best performers
were ChatGPT-written papers at 22.9/36 points; student-written,
non-award-winning papers scored the lowest at 19/36 points.

Differences also emerged across particular components of our
evaluations (table 1). ChatGPT papers most closely replicated
student-written, award-winning papers related to writing. For
the writing rubric, we considered grammar, spelling, sentence
structure, style, and format that were appropriate to the assign-
ment. On that dimension, the ChatGPT papers scored, on average,
almost as high as the award-winning papers (i.e., 2.5 compared to
2.58 points), whereas the student-written, non-award-winning
papers scored markedly lower (i.e., 1.88 points).

The ChatGPT papers also outperformed the student-written,
non-award-winning papers with regard to international consis-
tency and accuracy about global constraints. The difference was
smaller when we evaluated consistency with regional and domes-
tic constraints, which perhaps suggests that ChatGPT is better at
handling broader, more general information requests than nar-
rower, country-level information. In providing solutions to the
issues addressed by the committee, ChatGPT was strong in
making feasible suggestions given budgetary and committee con-
straints but was weaker in terms of creativity of approach.

Comparisons between Al-written and student-written, award-
winning papers also produced interesting findings. The greatest
differences were observed relevant to resolutions, treaties, and
documents: award-winning papers performed much better, sug-
gesting that ChatGPT does not provide the same quality of
research to which the best delegates have access. The award-
winning papers also were far more consistent with domestic
constraints—again demonstrating that ChatGPT cannot replicate

Scores for ChatGPT versus Student-Written Position Papers
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Table 1

ChatGPT versus Student-Written Position
Papers, by Evaluation Criterion

Student-Written
Non-Award- Award- Al-

Al Winning Winning Written
Writing 2.23 1.88 2.58 2.50
Relevance 2.86 2.42 3.30 2.72
Consistency
(International) 2.92 2.54 3.30 2.95
Consistency
(Regional) 2.39 2.06 2.72 2.35
Consistency
(Domestic) 2.54 212 2.96 2.27
Consistency (UN) 2.74 2.30 3.18 2.84
Consistency
(Committee) 2.35 1.94 2.76 2.58
Analysis Is Creative 2.34 1.92 2.76 2.28
Analysis Is Feasible 2.28 1.82 2.74 2.41
Total Score 22.65 19.00 26.30 22.90

the nuanced, narrower research that more micro-level analysis
requires. To illustrate the difference, we consider the following
two passages from papers written for the UN Economic Commis-
sion for Africa. The first paper states:

As a supporter of safe and effective trading, Ghana supports the
AfCFTA, which allows Africans to fulfill the economic possibilities
of Agenda 2063. Ghana also endorses the utilization of the services
of the Office of the United Nations High Commissioner for Human
Rights (OHCHR) and their Human Rights Indicators (HRIs),
which can be valuable tools for understanding the complexities of
issues negatively affecting all groups of people.

The second paper states:

In light of the challenges posed by the African Continental Free
Trade Area (AfCFTA) and its potential impact on human rights,
Ghana emphasizes the need for a comprehensive approach.

The first passage is from a student-written, award-winning
paper and the second is from a ChatGPT-generated paper. Both
passages are factually correct, and the Al-generated paper is well
crafted and captures exactly how students are trained to write and
structure these essays. The key difference, however, is that the
student paper includes a greater level of detail, suggesting that the
writer had actively synthesized a volume of research that is absent
in the Al-generated paper.

The most significant differences that we observed were between
student-written, award-winning and non-award-winning papers.
Across all dimensions—but particularly with regard to level of
detail, the inclusion of relevant resolutions and documents, crea-
tivity, and feasibility of proposed solutions—the award-winning
papers far outperformed the non-award-winning papers.

A potential concern with our coding procedures is that—
notwithstanding our attempt to keep the coders blinded about
the origins of the position papers they were evaluating—they may
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have been able to determine whether a given paper was
Al-generated. This could be a problem if the recognition of a
paper as (likely) written by ChatGPT changed the way the coder
evaluated its quality. This concern appears to have been warranted
—if a paper deviated even a little from the standard style of a
position paper, coders reported that they often could infer that it
had been written by a student.® However, this applied only to the
student-written, non-award-winning papers because the award-
winning papers almost always followed the established format
and guidelines and thus were indistinguishable from the
Al-written papers, at least on this dimension.

BENEFITS OF USING AI

Our analysis suggests that there are benefits to using ChatGPT for
writing position papers, particularly for students who may not be
prepared to write award-winning papers. Compared to the non-
award-winning papers, ChatGPT papers were evaluated as having
better writing, more consistency with geopolitical constraints, and a
superior analysis of the issues. Crafting a position paper demands
extensive research, analysis, and articulation of complex ideas.
ChatGPT can streamline the process by generating drafts based
on provided prompts. It also may decrease the time that students
would spend brainstorming and give them a place to start their
work, thereby allowing them to focus on refining their analysis—a
benefit highlighted in other analyses of the impact of ChatGPT on
student learning (Adiguzel, Kaya, and Cansu 2023; Qadir 2023).
Perhaps more important, ChatGPT relies on a vast repository of
information gathered from sources across the Internet. By leverag-
ing this wealth of knowledge, students can gain insight into various
viewpoints, policy approaches, and historical contexts relevant to
their assigned country or topic. This exposure potentially could
foster a deeper understanding of global issues, especially for those
students who are not writing award-winning papers.

To use ChatGPT effectively, however, students must know
how to phrase their queries and evaluate AI-generated responses.
This requires an understanding of the topic and sufficient knowl-
edge about the committee, country, and international dynamics to
be able to identify credible information and construct well-
supported arguments. Used in this way, ChatGPT can develop
critical-thinking and analytical skills that could be applied to
negotiations in MUN simulations.

One of the most significant benefits that we observed from using
ChatGPT concerned the improvement of student writing. Because
ChatGPT provides feedback and suggestions, it can serve as a
virtual writing assistant, teaching students how to structure their
papers most effectively, strengthen their arguments, and enhance
the clarity of their analysis. This aspect of ChatGPT may promote
equity because students at all skill levels could benefit from its
resources. Novice delegates could rely on Al to generate founda-
tional content and structure, and more experienced delegates could
use it to explore more advanced and innovative policy solutions. In
this context, ChatGPT can democratize access to resources regard-
less of a student’s prior experience in MUN.

LIMITATIONS OF Al

Although the utilization of ChatGPT for drafting position papers
in MUN provides some advantages, there are inherent limitations
associated with this approach. Despite its capabilities, ChatGPT
possesses certain constraints that may impact the quality,
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authenticity, and ethical integrity of position papers. In our
scoring of the papers for consistency with real-world constraints,
we noted a lack of contextual understanding and the inability to
provide sophisticated political, cultural, and historical details that
could undermine the credibility of the paper. In addition, there

diverse perspectives, and synthesizing complex information on their
own. This undermines the educational objectives of MUN simula-
tions, which aim to foster independent thinking and analytical skills.
By relying on ChatGPT to write their position papers, students may
be compromising their ability to be competitive at actual MUN

Because ChatGPT provides feedback and suggestions, it can serve as a virtual writing
assistant, teaching students how to structure their papers most effectively, strengthen their
arguments, and enhance the clarity of their analysis. This aspect of ChatGPT may
promote equity because students at all skill levels could benefit from its resources.

remains the risk of academic dishonesty by producing plagiarized
or unoriginal content. Students may incorporate text generated by
ChatGPT without conducting thorough research or critically
evaluating the information. ChatGPT also cannot be relied on to
provide accurate and reliable sources (Sallam 2023). For example,
when prompted to provide a list of references on the capacity of
ChatGPT to replicate student writing, the online tool generated
nonexistent citations. This undermines the credibility of the
information, compromises academic integrity, and diminishes
the educational value of the MUN experience. Moreover, because
ChatGPT responses are influenced by the data on which it was
trained—which may contain biases and inaccuracies present in
online content—students unknowingly may present flawed argu-
ments and perspectives in their position papers. To compound the
problem, ChatGPT relies on research conducted primarily in
wealthier countries and draws from texts that are not universally
applicable (Mbakwe et al. 2023; Robertson 2024). Furthermore,
there also is the risk that ChatGPT can generate false or fake
information and spread untruths (Baidoo-Anu and Owusu Ansah
2023; Megahed et al. 2023; Metz 2022; Qadir 2023). For students
who rely exclusively on ChatGPT to generate their research, this
could result in them unknowingly writing inaccurate position
papers. Because AI “learns” from a primarily Western-centric—
generated corpus, this could have a particularly adverse effect on
writing position papers for countries of the Global South or for
small, non-English-speaking developing countries by introducing
biases and/or false and incomplete information.

Although ChatGPT can improve student writing, it cannot
provide nuanced, context-specific feedback tailored to individual
students’ needs. Unlike human instructors and mentors who pro-
vide personalized guidance and insight, the AT feedback may lack
depth or relevance, thereby limiting students’ opportunities for
meaningful learning and improvement. Relying solely on ChatGPT

competitions. So much of a student’s performance at the conference
depends on them having a deep understanding of the country that
they are representing. If they have outsourced their research to
ChatGPT, they likely will not have the knowledge and preparation
necessary to effectively interact with their peers, negotiate resolu-
tions, and represent their assigned country’s interests.” Moreover,
ChatGPT’s performance may vary depending on input prompts,
data quality, and algorithm updates, thereby diminishing the prom-
ise of democratizing or leveling the playing field across delegates.

CONCLUSION

ChatGPT offers a convenient and accessible means of generating
draft position papers for MUN; however, in its current iteration, it
cannot replace human-guided research. What we learned from our
analysis is that AIis highly dependent on human-generated input.
On its own, it does not have the capacity to effectively replace
student-led analysis. By understanding the constraints of AI
technology and supplementing it with a human-centered
approach, critical thinking, and ethical considerations, individuals
in the classroom and beyond could leverage ChatGPT more
effectively as a supportive tool in the writing process while
preserving the authenticity and integrity of their work.

Whereas the evidence presented in this study drew on a specific
subset of student writing, our lessons learned have implications for
political science education more broadly. Most students will use
tools such as ChatGPT at some point in their education. The
question then arises: How do we make the best use of this technol-
ogy while still promoting student learning, critical thinking, origi-
nality, and academic honesty? There is much to embrace about AL it
has the potential to address challenges in education and promote
inclusive and equitable learning opportunities. Indeed, it could have
the capacity to democratize education. It should not replace, how-

ChatGPT can handle high-level queries and synthesize information effectively to replicate
and, in some cases, significantly improve student writing. However, it does not perform as
well in providing more nuanced, creative, and sophisticated analyses. Perhaps the best way
forward may be to train students how to use ChatGPT as an instrument to complement
their research and writing but not as a replacement for their own original work.

for drafting position papers may lead to a diminished emphasis on
critical-thinking and independent-research skills. Students may
become overly reliant on ChatGPT’s capabilities, neglecting the
importance of conducting comprehensive research, analyzing
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ever, human-led research and innovation. As demonstrated in our
study, ChatGPT can handle high-level queries and synthesize infor-
mation effectively to replicate and, in some cases, significantly
improve student writing. However, it does not perform as well in
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providing more nuanced, creative, and sophisticated analyses. Per-
haps the best way forward may be to train students how to use
ChatGPT as an instrument to complement their research and
writing but not as a replacement for their own original work. This
would require a deep understanding of how ChatGPT works and
handles queries as well as training in how to assess the reliability of
Al-generated output.

SUPPLEMENTARY MATERIAL

To view supplementary material for this article, please visit http://
doi.org/10.1017/51049096524000799.
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NOTES

1. Al generators (e.g., Google’s DeepDream) were available to the public as early as
2015. However, the use of AT was not popularized until the release of ChatGPT.

2. The conference included participants from more than 330 different universities,
both public and private: 57% came from outside of the United States representing
105 countries and 43% came from within the United States representing 47 states
(National Model United Nations 2023).

3. We selected every award-winning paper from the General Assembly (N=16) and
both award-winning papers from the Security Council (N=2). Then we selected the
32 other award-winning papers for analysis by randomly selecting them from the
award-winning papers from the other committees. This generated a sample of
award-winning papers from each committee for analysis that—outside of the
General Assembly and Security Council—was roughly proportional to the number
of award-winning papers in each committee. To select the 50 non-award-winning
papers, we randomly drew from each committee an equal number of non-award-
winning and award-winning papers.

4. Our assumption was that the students did not use ChatGPT to write their position
papers. If they did, then our results are an underestimate of the true difference
between student-written and Al-generated work.

5. The papers were submitted in English and, for some students, English was not their
first language. Some take MUN as a semester- or quarter-long course and others
participate in it as a club. We would expect that the type of training the students
receive will differ if they are doing MUN as a course or a club, but we did not have
access to that information in our dataset. When students submit papers, they do so
under the name of their delegation rather than their own name. This means that we
had no data on their gender, race, national origin, or other potentially relevant
characteristics. We recognize that having these data could have informed our
analysis and provided insight into the differences that we observed between
student-written, award-winning and non-award-winning papers.

6. For example, a paper submitted to General Assembly 1 included the following
grammatical errors, leading coders to believe that it was student-written because
AI would not make a similar mistake: “Ever since its founding disarmament and
youth empowerment have played a vital role for the UN, focusing (sic) on ensuring
peace and security worldwide.”

6 PSe2024
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7. To have a better understanding of the impact of using AI on the ability to be
competitive in committee, further research could include comparing the perfor-
mance at conferences of students who wrote their own position papers to those
who used ChatGPT.
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