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1. Introduction

Moments of families of L-functions have been an important subject of study in number theory for their deep arith-
metic implications. Building on the connections with random matrix theory, conjectural asymptotic formulas, due to J.
P. Keating and N. C. Snaith [11], are available for moments of various families of L-functions. More precise predictions
on the asymptotic behaviors of these moments with lower order terms are conjectured by J. B. Conrey, D. W. Farmer,
J. P. Keating, M. O. Rubinstein and N. C. Snaith [3].

In [21], K. Soundararajan developed a method that makes attainable the predicted upper bounds for moments of
L-functions under the generalized Riemann hypothesis (GRH). This strategy was further refined by A. J. Harper [6]
in obtaining sharp upper bounds for moments of L-functions conditionally. Subsequent works on upper bounds for
moments of families of L-functions using the above approach of Soundararajan and Harper include [2, 4, 15–19, 22, 23].
Note that, rather than focusing only on moments of L-functions at the central point, most of the above-mentioned
works investigate shifted moments of L-function at points on the critical line. In fact, as pointed out in [2,22], this will
allow one to understand the correlation between the values of L-functions on the critical line. Moreover, it is shown
in [15, 23] that these shifted moments can be applied to obtain bounds for moments of character sums. In particular,
B. Szabó [23, Theorem 3] proved, via the above approach, that for any real k > 2, any large integer q and y ∈ R with
2 ≤ y ≤ q1/2, ∑

χ∈X∗
q

∣∣∣∣∑
n≤y

χ(n)

∣∣∣∣2k ≪k φ(q)yk(log y)(k−1)2 .

Here X∗
q denotes the set of primitive Dirichlet characters modulo q and φ(q) Euler’s totient function.

Another interesting application concerns with moments of quadratic Dirichlet character sums. In this case, a conjec-
ture of M. Jutila [10] asserts that for any positive integer m, there are constants c1(m), c2(m), with values depending
on m only, such that ∑

χ∈S(X)

∣∣ ∑
n≤Y

χ(n)
∣∣2m ≤ c1(m)XY m(logX)c2(m),(1.1)

where S(X) stands for the set of all non-principal quadratic Dirichlet characters of modulus at most X.

In [9], Julita established (1.1) for m = 1 with c2(m) = 8. This was later improved to by M. V. Armon [1, Theorem
2] who showed that we can take c2(m) = 1. Other related bounds can be found in [13,24].

In [5], the authors confirmed a smoothed version of the above conjecture of Jutila under GRH, applying upper bounds
on moments of quadratic Dirichlet L-functions. More precisely, we showed that for large X, Y and any real m ≥ 1/2,∑∗

d≤X
(d,2)=1

∣∣∣∑
n

χ(8d)(n)W
( n
Y

)∣∣∣2m ≪ XY m(logX)m(2m+1).(1.2)

Here
∑∗

stands for the sum over square-free integers through out the paper, W is any non-negative, smooth function
compactly supported on the set of positive real numbers and χ(8d) denotes the Jacobi symbol

(
8d
·
)
. Note that (see [20])
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the character χ(8d) is primitive modulo 8d for any positive, odd and square-free d.

The aim of this paper is to prove an unsmoothed version of (1.2). To this end, we first apply the above-mentioned
approach of Soundararajan [21] with its refinement by Harper [6] to extend the results in [6, 17]. This establishes the
following sharp upper bounds on moments of shifted quadratic Dirichlet L-functions.

Theorem 1.1. With the notation as above and the truth of GRH, let k ≥ 1 be a fixed integer and a1, . . . , ak, A fixed
positive real numbers. Suppose that X is a large real number and t = (t1, . . . , tk) a real k-tuple with |tj | ≤ XA. Then∑∗

(d,2)=1
d≤X

∣∣L(1/2 + it1, χ
(8d)
)∣∣a1 · · ·

∣∣L(1/2 + itk, χ
(8d)
)∣∣ak

≪X(logX)(a
2
1+···+a2

k)/4

×
∏

1≤j<l≤k

∣∣∣ζ(1 + i(tj − tl) +
1

logX

)∣∣∣ajal/2
∣∣∣ζ(1 + i(tj + tl) +

1

logX

)∣∣∣ajal/2 ∏
1≤j≤k

∣∣∣ζ(1 + 2itj +
1

logX

)∣∣∣a2
j/4+aj/2

,

where ζ(s) is the Riemann zeta function. Here the implied constant depends on k, A and the aj’s, but not on X or the
tj’s.

In order to apply Theorem 1.1 in practice, one often needs to estimate the Riemann zeta function involved there.
For this purpose, we apply (2.3) in Theorem 1.1 to readily deduce the following restatement of it.

Corollary 1.2. With the notation as above and the truth of GRH, let k ≥ 1 be a fixed integer and a1, . . . , ak, A fixed
positive real numbers. Suppose that X is a large real number and t = (t1, . . . , tk) a real k-tuple with |tj | ≤ XA. Then∑∗

(d,2)=1
d≤X

∣∣L( 12 + it1, χ
(8d)
)∣∣a1 · · ·

∣∣L( 12 + itk, χ
(8d)
)∣∣ak

≪ X(logX)(a
2
1+···+a2

k)/4
∏

1≤j<l≤k

g(|tj − tl|)ajal/2g(|tj + tl|)ajal/2
∏

1≤j≤k

g(|2tj |)a
2
j/4+aj/2,

where g : R≥0 → R is defined by

(1.3) g(x) =


logX, if x ≤ 1/ logX or x ≥ eX ,

1/x, if 1/ logX ≤ x ≤ 10,

log log x, if 10 ≤ x ≤ eX .

Here the implied constant depends on k, A and the aj’s, but not on X or the tj’s.

As an application of Corollary 1.2, our next result lends further credence to Jutila’s conjecture.

Theorem 1.3. With the notation as above and the truth of GRH, for any integer k ≥ 1 and any real number m
satisfying 2m ≥ k + 1, we have for large X, Y and any ε > 0,

Sm(X,Y ) :=
∑∗

d≤X
(d,2)=1

∣∣∣ ∑
n≤Y

χ(8d)(n)
∣∣∣2m ≪ XY m(logX)E(m,k,ε),(1.4)

where

(1.5) E(m, k, ε) = max(2m2 −m+ 1, (2m− k)2/4 + 2m+ 1 + ε, 2m2 − 2mk + 3k2/4 +m− 3k/4 + ε).

In particular, we have for m > (
√
5 + 1)/2,

Sm(X,Y ) ≪ XY m(logX)2m
2−m+1.(1.6)

The bound in (1.6) follows from (1.4) by setting k = 2 there and noting that E(m, k, ε) = 2m2 − m + 1 for
m2 −m− 1 > 0. Moreover, Hölder’s inequality yields that for any real number n > 1,

Sm(X,Y ) ≪ X1−1/n(Smn(X,Y ))1/n.

The above together with Theorem 1.3 then implies that Sm(X,Y ) ≪ XY m(logX)O(1) for any m > 0, upon choosing
n sufficiently enough.

2. Preliminaries

In this section, we cite some results needed in the proof of our theorems.
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2.1. Sums over primes. We reserve the letter p for a prime number in this paper. We have the following result
concerning sums over primes.

Lemma 2.2. Let x ≥ 2 and α ≥ 0. We have, for some constant b1,∑
p≤x

1

p
= log log x+ b1 +O

( 1

log x

)
,(2.1)

∑
p≤x

log p

p
= log x+O(1), and(2.2)

∑
p≤x

cos(α log p)

p
= log |ζ(1 + 1/ log x+ iα)|+O(1) ≤


log log x+O(1) if α ≤ 1/ log x or α ≥ ex,

log(1/α) +O(1) if 1/ log x ≤ α ≤ 10,

log log logα+O(1) if 10 ≤ α ≤ ex.

(2.3)

The estimates in the first two cases of (2.3) are unconditional and the third holds under the Riemann hypothesis.

Proof. The expressions in (2.1) and (2.2) can be found in parts (d) and (b) of [6, Theorem 2.7], respectively. The
equality in (2.3) is a special case given in [12, Lemma 3.2] and the other estimations can be found in [23, Lemma 2]. □

2.3. Smoothed character sums. We now define for any integer d,

A(d) =
∏
p|d

(
1− 1

2p

)
.(2.4)

As per convention, the empty product is 1 and the empty sum 0. We observe that A(d) > 0 for any d.

We write □ for a perfect square of rational integers. Our next result is for smoothed quadratic character sums.

Lemma 2.4. Suppose that Φ is a non-negative smooth function whose support is a compact subset of the positive real
numbers. With the notation as above and k ∈ R with k > 0, for any positive even integer n,∑∗

(d,2)=1

A−k(d)χ(8d)(n)Φ
( d

X

)
=
∑∗

(d,2)=1

χ(8d)(n)Φ
( d

X

)
= 0.(2.5)

If n is an odd positive integer, then∑∗

(d,2)=1

A(d)−kχ(8d)(n)Φ
( d

X

)
(2.6)

=δn=□Φ̂(1)
X

2

∏
(p,2)=1

(
1− 1

p

)(
1 +

A(p)−k

p

)
×
∏
p|n

(
1 +

A(p)−k

p

)−1

+Ok(X
1/2+εn1/4+ε),

∑∗

(d,2)=1

χ(8d)(n)Φ
( d

X

)
= δn=□Φ̂(1)

2X

3ζ(2)

∏
p|n

( p

p+ 1

)
+O(X1/2+εn1/4+ε),(2.7)

where δn=□ = 1 if n is a square and δn=□ = 0 otherwise.

Proof. The relations in (2.5) are valid trivially, as χ(8d)(n) = 0 if n is even. Moreover, (2.6) and (2.7) can be established
obtained in a manner similar way. Thus we shall only prove (2.6) here. Let µ(n) denote the Möbius function. The
Mellin inversion gives that the left-hand side of (2.6) is∑

(d,2)=1

A(d)−kµ2(d)χ(8d)(n)Φ
( d

X

)
=

1

2πi

∫
(2)

χ(8)(n)
( ∑

(d,2)=1

A(d)−kµ2(d)χ(d)(n)

ds

)
Φ̂(s)Xsds.(2.8)

Recall that the Mellin transform f̂(s) with s ∈ C for any function f is defined by

f̂(s) =

∞∫
0

f(x)xs dx

x
.

and that repeated integration by parts yields that for any integer E ≥ 0,

Φ̂(s) ≪ 1

(1 + |s|)E
.(2.9)
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Now we transform the integrand in (2.8) via the formula,∑
(d,2)=1

A(d)−kµ2(d)χ(d)(n)

ds
=

∏
(p,2)=1

(
1 +

A(p)−k
(
p
n

)
ps

)
= L(2)

(
s,
( ·
n

))
Pn(s),

where L(n)(s, χ) denotes the Euler product of L(s, χ) with the primes dividing n removed and

Pn(s) =
∏

(p,2)=1

(
1−

( p
n

)
p−s
)(

1 +
A(p)−k

(
p
n

)
ps

)
.

Note that Pn(s) is analytic in the region ℜ(s) > 1
2 .

We now shift the line of integration in (2.8) to the line ℜ(s) = 1/2+ ε, pasing a simple pole at s = 1 for n = □. The
residue is

Φ̂(1)
X

2

∏
(p,2)=1

(
1− 1

p

)(
1 +

A(p)−k

p

)
×
∏
p|n

(
1 +

A(p)−k

p

)−1

.

The convexity bound (see [8, exercise 3, p. 100]) asserts that for 0 ≤ ℜ(s) ≤ 1,

L
(
s,
( ·
n

))
≪ (n · (1 + |s|))(1−ℜ(s))/2+ε.

Now, this, together with (2.9), implies that the contribution from the integration on the new line can be absorbed in
the O-term in (2.6). This establishes the lemma. □

2.5. Upper bounds for quadratic Dirichlet L-functions. Let Λ(n) denote the von Mangoldt function. We cite
the following result for log |L(σ + it, χ(8d))| from [15, Proposition 2.3].

Lemma 2.6. Assume the truth of GRH. Let σ ≥ 1/2 and t be real numbers and define log+ t = max{0, log t}. For any
primitive Dirichlet character χ modulo q, we have for any x ≥ 2,

(2.10) log |L(σ + it, χ)| ≤ ℜ
∑
n≤x

χ(n)Λ(n)

n1/2+max(σ−1/2,1/ log x)+it log n

log x/n

log x
+

log q + log+ t

log x
+O

( 1

log x

)
.

Proof. If σ ≥ 1/2 + 1/ log x, then we apply [15, (2.8)] by setting s0 = σ + it there and note that the contribution from
terms involving Fχ(s0) is negative. This leads the exponent of σ+ it on n in the denominator of the summands on the
right-hand side of (2.10). If σ < 1/2 + 1/ log x, then we set σ0 = 1/2 + 1/ log x in [15, Proposition 2.3] to obtain the
exponent of 1/2 + 1/ log x for the afore-mentioned n. Thus the proof is complete upon combining the bounds. □

We apply the above lemma and argue as in the proof of [23, Lemma 3] to deduce the following bound for sums of
log |L(σ + it, χ(8d))| over various t.
Lemma 2.7. Let k be a positive integer and let Q, a1, a2, . . . , ak be fixed positive real constants, x ≥ 2. Set a :=
a1 + · · ·+ ak. Suppose X is a large real number, d any positive, odd and square-free number with d ≤ X, σ ≥ 1/2 and
t1, . . . , tk be fixed real numbers with |ti| ≤ XQ. For any integer n, let

h(n) =:
1

2
ℜ
( k∑

m=1

amn−itm
)
.

Then, we have, under GRH,

k∑
m=1

am log |L(σ + itm, χ(8d))|

≤2
∑
p≤x

h(p)χ(8d)(p)

p1/2+max(σ−1/2,1/ log x)

log x/p

log x
+
∑

p≤x1/2

h(p2)χ(8d)(p2)

p1+2max(σ−1/2,1/ log x)
+ (Q+ 1)a

logX

log x
+O(1).

(2.11)

We note that∑
p≤x1/2

h(p2)χ(8d)(p2)

p1+2max(σ−1/2,1/ log x)
=
∑

p≤x1/2

h(p2)

p1+2max(σ−1/2,1/ log x)
−
∑

p≤x1/2

p|d

h(p2)

p1+2max(σ−1/2,1/ log x)

≤
∑

p≤x1/2

h(p2)

p1+2max(σ−1/2,1/ log x)
+ a

∑
p|d

1

2p
.

(2.12)
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Using the inequality x ≤ − log(1− x) for any 0 < x < 1, we see that the last expression above is

≤
∑

p≤x1/2

h(p2)

p1+2max(σ−1/2,1/ log x)
− a

∑
p|d

log(1− 1

2p
).(2.13)

Upon applying (2.4), (2.12)–(2.13) in (2.11), we immediately deduce the following simplified version of Lemma 2.7.

Proposition 2.8. Keep the notations of Lemma 2.7 and assume the truth of GRH, we have

k∑
m=1

am log |A(d)L(σ + itm, χ(8d))|

≤2
∑
p≤x

h(p)χ(8d)(p)

p1/2+max(σ−1/2,1/ log x)

log x/p

log x
+
∑

p≤x1/2

h(p2)

p1+2max(σ−1/2,1/ log x)
+ (Q+ 1)a

logX

log x
+O(1).

(2.14)

We also note the following upper bounds on moments of quadratic L-functions, which can be obtained by modifying
the proof of [6, Theorem 2].

Lemma 2.9. With the notation as above and the truth of GRH, let k ≥ 1 be a fixed integer and a = (a1, . . . , ak), t =
(t1, . . . , tk) be real k-tuples such that ai ≥ 0 for all i. Set a = a1 + · · ·+ ak. Then for large real number X and σ ≥ 1/2,∑∗

(d,2)=1
d≤X

∣∣L(σ + it1, χ
(8d)
)∣∣a1 · · ·

∣∣L(σ + itk, χ
(8d)
)∣∣ak ≪aX(logX)a(a+1)/2.

3. Proof of Theorem 1.1

We remark here that throughout our proof, the implied constants involved in various estimations using ≪ or the

big-O notations depend on a := (a1, · · · , ak) only and are uniform with respect to X. We set a =
∑k

i=1 ai and recall
the convention that an empty product equals to 1.

Let Φ be a smooth, non-negative function such that Φ(x) ≤ 1 for all x and that Φ is supported on [1/4, 3/2] satisfying
Φ(x) = 1 for x ∈ [1/2, 1]. Upon dividing 0 < d ≤ X into dyadic blocks, we see that in order to prove Theorem 1.1, it
suffices to show that for σ = 1/2,

∑∗

(d,2)=1

∣∣L(σ + it1, χ
(8d)
)∣∣a1 · · ·

∣∣L(σ + itk, χ
(8d)
)∣∣akΦ

( d

X

)
≪X(logX)(a

2
1+···+a2

k)/4

×
∏

1≤j<l≤k

∣∣ζ(1 + i(tj − tl) +
1

logX
)
∣∣ajal/2

∣∣ζ(1 + i(tj + tl) +
1

logX
)
∣∣ajal/2

∏
1≤j≤k

∣∣ζ(1 + 2itj +
1

logX
)
∣∣a2

j/4+aj/2
.

(3.1)

We shall treat σ as a fixed real number with σ ≥ 1/2 instead of focusing only on the case of σ = 1/2 in the most part
of our proof in what follows since we would like to present a proof that is valid for a general σ. Of course, Theorem 1.1
follows from (3.1) by setting σ = 1/2.

Following the ideas of A. J. Harper in [6], we define for a large number M , depending on a only,

α0 = 0, αj =
20j−1

(log logX)2
for all j ≥ 1, J = Ja,X = 1 +max{j : αj ≤ 10−M}.

Set Pj = (Xαj−1 , Xαj ] for 1 ≤ j ≤ J . Lemma 2.2 gives that for X large enough,∑
p∈P1

1

p
≤ log logX = α

−1/2
1 , J − j ≤ log(1/αj)

log 20
and

∑
p∈Pj+1

1

p
= logαj+1 − logαj + o(1) = log 20 + o(1) ≤ 10, 1 ≤ j ≤ J − 1.

(3.2)

Denote ⌈x⌉ = min{n ∈ Z : n ≥ x} for any x ∈ R and we define a sequence of even natural numbers {ℓj}1≤j≤J so

that ℓj = 2⌈eBα−3/4
j ⌉ with B being a large number depending on a only. For any x ∈ R and any non-negative integer
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ℓ, we set

Eℓ(x) =

ℓ∑
j=0

xj

j!
.

Next, we define three functions h(n, σ, x), h1(n, σ, x) and s(n, x), totally multiplicative in n, with their values at a prime
p given by

h(p, σ, x) =
2h(p)

apmax(σ−1/2,1/ log x)
, h1(p, σ, x) =

4h(p2)

a2p2max(σ−1/2,1/ log x)
s(p, x) =

log(x/p)

log x
.(3.3)

Note that for any integer n ≥ 1,

|h(n, σ, x)| ≤ 1.

Let w(n) denote the multiplicative function such that w(pα) = α! for prime powers pα. Setting x = Xαj in (2.14)
renders that

k∑
m=1

am log |A(d)L(σ + itm, χ(8d))| ≤ a

j∑
l=1

Ml,j(d) +
a2

4

∑
p≤Xαj/2

h1(p, σ,X
αj )

p
+ (Q+ 1)aα−1

j +O(1),(3.4)

where

Ml,j(d) =
∑
p∈Pl

h(p, σ,Xαj )χ(8d)(p)
√
p

s(p,Xαj ), 1 ≤ l ≤ j ≤ J .

We also define the following sets:

S(0) ={(d, 2) = 1 : |aM1,l(d)| >
ℓ1
103

for some 1 ≤ l ≤ J},

S(j) ={(d, 2) = 1 : |aMm,l(d)| ≤
ℓm
103

, for all 1 ≤ m ≤ j and m ≤ l ≤ J ,

but |aMj+1,l(d)| >
ℓj+1

103
for some j + 1 ≤ l ≤ J}, 1 ≤ j ≤ J ,

S(J ) ={(d, 2) = 1 : |aMm,J (d)| ≤ ℓm
103

∀1 ≤ m ≤ J}.

Now we note that ∑∗

(d,2)=1
d∈S(0)

Φ
( d

X

)
≤
∑∗

(d,2)=1

J∑
l=1

(103
ℓ1

|aM1,l(d)|
)2⌈1/(103α1)⌉

Φ
( d

X

)
.(3.5)

Let Ω(n) be the number of prime powers dividing n. These notations lead to

∑∗

(d,2)=1

J∑
l=1

(103
ℓ1

|aM1,l(d)|
)2⌈1/(103α1)⌉

Φ
( d

X

)

=

J∑
l=1

(a · 103

ℓ1

)2⌈1/(103α1)⌉ ∑
n

Ω(n)=2⌈1/(103α1)⌉
p|n =⇒ p∈P1

(2⌈1/(103α1)⌉)!s(n,Xαl)√
n

h(n, σ,Xαl)

w(n)

∑∗

(d,2)=1

χ(8d)(n)Φ
( d

X

)
.

(3.6)

We apply Lemma 2.4 to evaluate the inner-most sum over d on the right-hand side of (3.6) and the observation that
|s(n,Xαl)| ≤ 1 for all n appearing in the sum. The contribution from the O-term in (2.7) is

≪X1/2+εJ
(a · 103

ℓ1

)2⌈1/(103α1)⌉
max

1≤l≤J

∑
n

Ω(n)=2⌈1/(103α1)⌉
p|n =⇒ p∈P1

(2⌈1/(103α1)⌉)!s(n,Xαl)√
n

|h(n, σ,Xαl)|
w(n)

n1/4+ε

≪X1/2+εJ
(a · 103

ℓ1

)2⌈1/(103α1)⌉( ∑
p∈P1

1

p1/4−ε

)2⌈1/(103α1)⌉
≪ Xe−(log logX)2/20.

(3.7)
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Moreover, the contribution from the main term in (2.7) is

≪XJ
(a · 103

ℓ1

)2⌈1/(103α1)⌉
max

1≤l≤J

∑
n=□

Ω(n)=2⌈1/(103α1)⌉
p|n =⇒ p∈P1

(2⌈1/(103α1)⌉)!s(n,Xαl)√
n

h(n, σ,Xαl)

w(n)

∏
p|n

( p

p+ 1

)
.

(3.8)

Upon replacing n by n2 and noting that s(n2, Xαl) = s(n,Xαl)2, h(n2, σ,Xαl) = h(n, σ,Xαl)2 ≥ 0, 1/w(n2) ≤
1/w(n), and p/(p+ 1) ≤ 1, we deduce that (3.8) is

≪XJ
(a · 103

ℓ1

)2⌈1/(103α1)⌉
max

1≤l≤J

∑
n

Ω(n)=⌈1/(103α1)⌉
p|n =⇒ p∈P1

(2⌈1/(103α1)⌉)!s(n,Xαl)2

n

h(n, σ,Xαl)2

w(n)

≪XJ
(a · 103

ℓ1

)2⌈1/(103α1)⌉ (2⌈1/(103α1)⌉)!
⌈1/(103α1)⌉!

max
1≤l≤J

( ∑
p∈P1

h(p, σ,Xαl)2s(p,Xαl)2

p

)⌈1/(103α1)⌉
.

(3.9)

Now Stirling’s formula (see [8, (5.112)]) implies that(m
e

)m
≤ m! ≤

√
m
(m
e

)m
.(3.10)

Thus, (3.10), together with the observation that s(p,Xαl) ≤ 1, and (3.3) imply that the last expression in (3.9) is

≪XJ ⌈1/(103α1)⌉
(a · 103

ℓ1

)2⌈1/(103α1)⌉( (4⌈1/(103α1)⌉)
e

)⌈1/(103α1)⌉( ∑
p≤Xα1

1

p

)⌈1/(103α1)⌉
.(3.11)

Lemma 2.2 and (3.2) yield that, upon taking B large enough, (3.11) is

≪ Xe−α−1
1 /20 = Xe−(log logX)2/20.(3.12)

We conclude from (3.5), (3.7) and (3.12) that∑∗

(d,2)=1
d∈S(0)

Φ
( d

X

)
≪ Xe−(log logX)2/20.

(3.13)

Via Hölder’s inequality, we arrive at∑∗

(d,2)=1
d∈S(0)

∣∣L(σ + it1, χ
(8d)
)∣∣a1 · · ·

∣∣L(σ + itk, χ
(8d)
)∣∣akΦ

( d

X

)

≤
( ∑∗

(d,2)=1
d∈S(0)

Φ
( d

X

))1/2( ∑∗

(d,2)=1

∣∣L(σ + it1, χ
(8d)
)∣∣2a1 · · ·

∣∣L(σ + itk, χ
(8d)
)∣∣2akΦ

( d

X

))1/2
.

(3.14)

Note that by [14, Theorem 6.7], we have for |tj |, |tl| ≤ XA and X large enough,∣∣ζ(1 + i(tj − tl) +
1

logX
)
∣∣≫ min(

1

logX
,

1

log(|tj − tl|+ 4)
) ≫ 1

logX
.

It then follows from Lemma 2.9, (3.13) and (3.14) that∑∗

(d,2)=1
d∈S(0)

∣∣L(σ + it1, χ
(8d)
)∣∣a1 · · ·

∣∣L(σ + itk, χ
(8d)
)∣∣akΦ

( d

X

)

≪X(logX)(a
2
1+···+a2

k)/4

×
∏

1≤j<l≤k

∣∣ζ(1 + i(tj − tl) +
1

logX
)
∣∣aiaj/2∣∣ζ(1 + i(tj + tl) +

1

logX
)
∣∣aiaj/2

∏
1≤j≤k

∣∣ζ(1 + 2itj +
1

logX
)
∣∣a2

i /4+ai/2
.
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Thus we may focus on d ∈ S(j) with j ≥ 1 and to establish (3.1) and it suffices to show that

J∑
j=1

∑∗

(d,2)=1
d∈S(j)

∣∣L(σ + it1, χ
(8d)
)∣∣a1 · · ·

∣∣L(σ + itk, χ
(8d)
)∣∣akΦ

( d

X

)

≪X(logX)(a
2
1+···+a2

k)/4

×
∏

1≤j<l≤k

∣∣ζ(1 + i(tj − tl) +
1

logX
)
∣∣aiaj/2∣∣ζ(1 + i(tj + tl) +

1

logX
)
∣∣aiaj/2

∏
1≤j≤k

∣∣ζ(1 + 2itj +
1

logX
)
∣∣a2

i /4+ai/2
.

(3.15)

We shall deal with the sum over j in (3.15) individually, i.e. by working with a fixed j with 1 ≤ j ≤ J . From (3.4),∣∣L(σ + it1,χ
(8d)
)∣∣a1 · · ·

∣∣L(σ + itk, χ
(8d)
)∣∣akΦ(

d

X
)

≪A(d)−a exp

(
(Q+ 1)a

αj

)
exp

 ∑
p≤Xαj/2

a2h1(p, σ,X
αj )

4p

 exp
(
a

j∑
l=1

Ml,j(d)
)
Φ
( d

X

)
.

(3.16)

The Taylor formula with integral remainder implies that for any z ∈ R,∣∣∣ez − n−1∑
j=0

zj

j!

∣∣∣ =∣∣∣ 1

(n− 1)!

z∫
0

et(z − t)n−1dt
∣∣∣ = ∣∣∣ zn

(n− 1)!

1∫
0

ezs(1− s)n−1ds
∣∣∣

≤|z|n

n!
max(1, eℜz) ≤ |z|n

n!
ez max(e−z, eℜz−z) ≤ |z|n

n!
eze|z|.

This computation reveals that

n−1∑
j=0

zj

j!
= ez

(
1 +O

( |z|n
n!

e|z|
))

.(3.17)

We set z = aMl,j(d), n = ℓl + 1 in (3.17) and apply (3.10) to deduce that

Eℓl(aMl,j(d)) = exp
(
aMl,j(d)

)(
1 +O

(
exp(|aMl,j(d)|)

(
e|aMl,j(d)|

ℓl + 1

)ℓl+1 ))
.

As |aMl,j(d)| ≤ ℓl/10
3 for d ∈ S(j), the above simplifies to

Eℓl(aMl,j(d)) = exp
(
aMl,j(d)

) (
1 +O(e−ℓl)

)
.

Hence

exp
(
aMl,j(d)

)
= Eℓl(aMl,j(d))

(
1 +O(e−ℓl)

)
.

Inserting the above into (3.16), we get∣∣L(σ + it1, χ
(8d)
)∣∣a1 · · ·

∣∣L(σ + itk, χ
(8d)
)∣∣akΦ(

d

X
)

≪ exp

(
(Q+ 1)a

αj

)
exp

 ∑
p≤Xαj/2

a2h1(p, σ,X
αj )

4p

A(d)−a

j∏
l=1

(
1 +O

(
e−ℓl

)) j∏
l=1

Eℓl(aMl,j(d))Φ
( d

X

)

≪ exp

(
(Q+ 1)a

αj

)
exp

 ∑
p≤Xαj/2

a2h1(p, σ,X
αj )

4p

A(d)−a

j∏
l=1

Eℓl(aMl,j(d))Φ
( d

X

)
.

Note here, using 1 + x ≤ ex for all x ∈ R and the bounds in (3.19), we get, for some large constant C,

j∏
l=1

(
1 +O

(
e−ℓl

))
≪ exp

(
C
∑
l

e−ℓl
)
≪ exp

(
C
∑
l

1

ℓl

)
≪ 1,

where the last estimation above follows by noting that
∑
l

1

ℓl
converges (being essentially a geometric series).
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We then deduce from the description on S(j) and the above that when j ≥ 1,∑∗

(d,2)=1
d∈S(j)

∣∣L(σ + it1, χ
(8d)
)∣∣a1 · · ·

∣∣L(σ + itk, χ
(8d)
)∣∣akΦ

( d

X

)

≪ exp

(
(Q+ 1)a

αj

)
exp

 ∑
p≤Xαj/2

a2h1(p, σ,X
αj )

4p

 J∑
u=j+1

Su,

(3.18)

where

Su =:
∑∗

(d,2)=1

A(d)−a

j∏
l=1

Eℓl(aMl,j(d))
( 103

ℓj+1
|aMj+1,u(d)|

)2⌈1/(10αj+1)⌉
Φ
( d

X

)
.

We now focus on the evaluation of Su for a fixed u by expanding the factors in Su into Dirichlet series. To this end,
we define functions bj(n), 1 ≤ j ≤ J such that bj(n) = 0 or 1 and bj(n) = 1 if and only if Ω(n) ≤ ℓj and the primes
dividing n are all from the interval Pj . We use these notations to write Eℓl(aMl,j(d)) as

Eℓl(aMl,j(d)) =
∑
nl

h(nl, σ,X
αl)s(nl, X

αj )
√
nl

aΩ(nl)

w(nl)
bl(nl)χ

(8d)(nl), 1 ≤ l ≤ j.

If X is large enough,

J ≪ log log logX,

J∑
j=1

ℓj ≤ 4eB(log logX)3/2 and

J∑
j=1

αjℓj ≤ 40eB10−M/4.(3.19)

It follows that Eℓl(kMl,j(d)) is a short Dirichlet polynomial since bl(nl) = 0 unless nl ≤ (Xαl)ℓl . This implies that∏j
l=1 Eℓl(aMl,j(d)) is also a short Dirichlet polynomial whose length is at most X

∑J
j=1 αjℓj < X40eB10−M/4

by (3.19).
We then write for simplicity that

j∏
l=1

Eℓl(aMl,j(d)) =
∑

n≤X40eB10−M/4

xn√
n
χ(8d)(n),(3.20)

where xn denotes the coefficient of the Dirichlet polynomial resulting from the expansion of the left-hand side of (3.20).
Now (3.19) and the observation that s(n,Xαj ) ≤ 1, together with (3.3), lead to

xn ≪ a
∑j

l=1 ℓl ≪ Xε.(3.21)

On the other hand, similar to (3.6),

( 103

ℓj+1
|aMj+1,u(d)|

)2⌈1/(103αj+1)⌉

=
(a · 103

ℓj+1

)2⌈/(103αj+1)⌉ ∑
nu

Ω(nu)=2⌈1/(103αj+1)⌉
p|nu =⇒ p∈Pj+1

(2⌈1/(103αj+1)⌉)!s(nu, X
αu)

√
nu

h(nu, σ,X
αu)

w(nu)
χ(8d)(nu) =:

∑
nu

ynu√
nu

χ(8d)(nu).

(3.22)

Note that nu ≤ (Xαj+1)2⌈1/(10
3αj+1)⌉ ≤ X1/102 . The inequality s(n,Xαu) ≤ 1 and (3.3) again, together with (3.10),

reveals

ynu
≪ ⌈1/(103αj+1)⌉

(2a · 103⌈1/(103αj+1)⌉
eℓj+1

)2⌈1/(103αj+1)⌉
≪ Xε.(3.23)

We multiply the Dirichlet series in (3.20) and (3.22) together, keeping in mind that nl, nu are mutually co-prime.
This way, we may write Su as

Su =
∑

n≤X1/10

vn
∑∗

(d,2)=1

A(d)−aχ(8d)(n)Φ
( d

X

)
,(3.24)

where |vn| ≪ Xε by (3.21) and (3.23).
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Lemma 2.4 can be used to evaluate the inner-most sum in (3.24). The contribution from the O-term in (2.6) is

≪ X1/2+ε
∑

n≤X1/10

Xεn1/4+ε ≪ X,

which is negligible.

It then suffices to focus on what springs from the main term in (2.6). This is

≪ X

j∏
l=1

( ∑
nl=□

h(nl, σ,X
αj )s(nl, X

αj )
√
nl

aΩ(nl)

w(nl)
bl(nl)

∏
p|nl

(1 +A(p)−ap−1)−1
)((a · 103

ℓj+1

)2⌈1/(103αj+1)⌉

×
∑

nu=□
Ω(nu)=2⌈1/(103αj+1)⌉

p|nu =⇒ p∈Pj+1

(2⌈1/(103αj+1)⌉)!s(nu, X
αu)

√
nu

h(nu, σ,X
αu)

w(nu)

∏
p|nu

(1 +A(p)−ap−1)−1
)
.

Note that
∏

p|nl
(1+A(p)−kp−1)−1 ≤ 1 and h(n, σ,Xαj ), h(n, σ,Xαu) ≥ 0 when n = □. It follows that the expression

above is

≪ X

j∏
l=1

( ∑
nl=□

h(nl, σ,X
αj )s(nl, X

αj )
√
nl

aΩ(nl)

w(nl)
bl(nl)

)((a · 103

ℓj+1

)2⌈1/(103αj+1)⌉

×
∑

nu=□
Ω(nu)=2⌈1/(103αj+1)⌉

p|nu =⇒ p∈Pj+1

(2⌈1/(103αj+1)⌉)!s(nu, X
αu)

√
nu

h(nu, σ,X
αu)

w(nu)

)
.

(3.25)

We evaluate ∑
nl=□

h(nl, σ,X
αj )s(nl, X

αj )
√
nl

aΩ(nl)

w(nl)
bl(nl)(3.26)

by noting that the factor bl(nl) limits nl to have all prime factors in Pl such that Ω(nl) ≤ ℓl. If we remove the restriction
on Ω(nl), then (3.26) becomes ∑

nl=□
p|n⇒p∈Pl

h(nl, σ,X
αj )s(nl, X

αj )
√
nl

aΩ(nl)

w(nl)
.

On the other hand, using Rankin’s trick by noticing that 2nl−ℓl ≥ 1 if Ω(nl) > ℓl, we see that the error incurred in this
relaxation does not exceed ∑

nl=□
p|n⇒p∈Pl

2Ω(nl)−ℓl |h(nl, σ,X
αj )s(nl, X

αj )|
√
nl

aΩ(nl)

w(nl)
.(3.27)

Note that both the main term and the error term above are now multiplicative functions of n and hence can be
evaluated in terms of products over primes. From Lemma 2.2, the bound |s(nl, X

αj )| ≤ 1 for all n involved and (3.3),
emerges the following formula,∑

nl=□
p|n⇒p∈Pl

h(nl, σ,X
αj )s(nl, X

αj )
√
nl

aΩ(nl)

w(nl)
=
∏
p∈Pl

(
1 +

a2h2(p, σ,Xαj )s2(p,Xαj )

2p
+O

( 1

p2

))

=
∏
p∈Pl

(
1 +

a2h2(p, σ,Xαj )

2p
+O

( log p

p logXαj
+

1

p2

))
.

Here the last expression above follows from (3.3) and the observation that for p ≤ Xαj ,

s(p,Xαj ) = 1 +O
( log p

logXαj

)
.
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Apply the well-known inequality 1 + x ≤ ex for any x ∈ R, we get∏
p∈Pl

(
1 +

a2h2(p, σ,Xαj )

p
+O

( log p

p logXαj
+

1

p2

))
≤ exp

( ∑
p∈Pl

a2h2(p, σ,Xαj )

2p
+O

( ∑
p∈Pl

( log p

p logXαj
+

1

p2

)))
.

Similarly, via (3.2), (3.27) is

≤ 2−ℓl/2 exp
( ∑

p∈Pl

a2h2(p, σ,Xαj )

2p
+O

( ∑
p∈Pl

( log p

p logXαj
+

1

p2

)))
.

It follows that

∑
nl=□

h(nl, σ,X
αj )s(nl, X

αj )
√
nl

aΩ(nl)

w(nl)
bl(nl) ≤

(
1 +O(2−ℓl/2)

)
exp

( ∑
p∈Pl

a2h2(p, σ,Xαj )

2p
+O

( ∑
p∈Pl

( log p

p logXαj
+

1

p2

)))
.

(3.28)

Next, using arguments that lead to (3.11) (the computation here is, in fact, simpler as the inner-most sum over d on
the right-hand side of (3.6) is replaced by 1), upon taking B large enough,(a · 103

ℓj+1

)2⌈1/(103αj+1)⌉ ∑
nu=□

Ω(nu)=2⌈1/(103αj+1)⌉
p|nu =⇒ p∈Pj+1

(2⌈1/(103αj+1)⌉)!s(nu, X
αu)

√
nu

h(nu, σ,X
αu)

w(nu)
≪e−103(Q+1)a/(2αj+1).

(3.29)

We conclude from (3.24), (3.25), (3.28) and (3.29) that

Su ≤e−103(Q+1)a/(2αj+1)X

j∏
l=1

(
1 +O(2−ℓl/2)

)
× exp

( ∑
p∈

⋃j
l=1 Pl

a2h2(p, σ,Xαj )

2p
+O

( ∑
p∈

⋃j
l=1 Pl

( log p

p logXαj
+

1

p2

)))

≪e−103(Q+1)a/(2αj+1)X exp
( ∑

p∈
⋃j

l=1 Pl

a2h2(p, σ,Xαj )

2p
+O

( ∑
p∈

⋃j
l=1 Pl

( log p

p logXαj
+

1

p2

)))
.

(3.30)

Note that we have ∑
p∈

⋃j
l=1 Pl

1

p2
≪ 1.(3.31)

Moreover, by Lemma 2.2, ∑
p∈

⋃j
l=1 Pl

log p

p logXαj
=
∑

p≤Xαj

log p

p logXαj
≪ 1.(3.32)

Thus from (3.30)–(3.32),

Su ≪e−103(Q+1)a/(2αj+1)X exp
( ∑

p∈
⋃j

l=1 Pl

a2h2(p, σ,Xαj )

2p

)
.

Inserting the above into (3.18) and utilizing the observation that 20/αj+1 = 1/αj , we uncover that∑∗

(d,2)=1
d∈S(j)

∣∣L(σ + it1, χ
(8d)
)∣∣a1 · · ·

∣∣L(σ + itk, χ
(8d)
)∣∣akΦ

( d

X

)

≪(J − j) exp

(
−10(Q+ 1)a

αj

)
X exp

( ∑
p∈

⋃j
l=1 Pl

a2h2(p, σ,Xαj )

2p
+

∑
p≤Xαj/2

a2h1(p, σ,X
αj )

4p

)

≪ exp

(
− (Q+ 1)a

αj

)
X exp

( ∑
p∈

⋃j
l=1 Pl

a2h2(p, σ,Xαj )

2p
+

∑
p≤Xαj/2

a2h1(p, σ,X
αj )

4p

)
,

(3.33)

where the last estimation above follows from (3.2).
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We now specify σ = 1/2 in (3.33) and the observation that |h(p)| ≪ 1 for any prime p to see that∑
p∈

⋃j
l=1 Pl

a2h2(p, σ,Xαj )

2p
=
∑

p≤Xαj

(2h(p))2)

2p1+1/ logXαj
=

∑
p≤Xαj

(2h(p))2)

2p
+O

( ∑
p≤Xαj

∣∣∣(2h(p))2∣∣∣∣∣∣1
p
− 1

p1+1/ logXαj

∣∣∣)

=
∑

p≤Xαj

(2h(p))2)

2p
+O

( ∑
p≤Xαj

log p

p logXαj

)
=

∑
p≤Xαj

(2h(p))2)

2p
+O(1),

(3.34)

where the last estimation above follows from (3.32).

Similarly, we have ∑
p≤Xαj/2

a2h1(p, σ,X
αj )

4p
=

∑
p≤Xαj/2

h(p2)

p
+O(1).(3.35)

Using (3.34) and (3.35) in (3.33) lead to

∑∗

(d,2)=1
d∈S(j)

∣∣L(σ + it1, χ
(8d)
)∣∣a1 · · ·

∣∣L(σ + itk, χ
(8d)
)∣∣akΦ

( d

X

)
≪ X exp

(
− (Q+ 1)a

αj
+
∑
p≤X

(2h(p))2)

2p
+
∑
p≤X

h(p2)

p

)
.

(3.36)

Note that∑
p≤X

(2h(p))2

2p
+
∑
p≤X

h(p2)

p
=
∑
p≤X

1

2p

(( k∑
j=1

aj cos(tj log p)
)2

+

k∑
j=1

aj cos(2tj log p)
)

=
∑
p≤X

1

2p

( k∑
j=1

a2j cos
2(tj log p) + 2

∑
1≤i<j≤k

aiaj cos(ti log p) cos(tj log p) +

k∑
j=1

aj cos(2tj log p)
)

=
∑
p≤X

1

2p

(1
2

k∑
j=1

a2j +
∑

1≤i<j≤k

aiaj
(
cos((ti + tj) log p) + cos((ti − tj) log p)

)
+

k∑
j=1

(a2j
2

+ aj

)
cos(2tj log p)

)
,

(3.37)

upon using the relation

cos(α) cos(β) =
1

2
(cos(α+ β) + cos(α− β)).

We now apply (2.3) to evaluate the last expression in (3.37) and then substitute the result into (3.36). Summing
over j, which then leads to a convergent series. This allows us to derive the desired estimation in (3.15) and hence
completes the proof of Theorem 1.1.

4. Proof of Theorem 1.3

4.1. Initial treatments. As explained in the paragraph below Theorem 1.3, it suffices to establish (1.4). To that end,
we note first that by [1, Theorem 1] that we have for any m > 0,

Sm(X,Y ) ≪Xm+1.

Thus, we may assume that Y ≤ X. Let ΦU (t) be a non-negative smooth function supported on (0, 1), satisfying

ΦU (t) = 1 for t ∈ (1/U, 1 − 1/U) with U a parameter to be optimized later and Φ
(j)
U (t) ≪j U j for all integers j ≥ 0.

We denote the Mellin transform of ΦU by Φ̂U and observe that repeated integration by parts (keeping in mind that the

function Φ
(j)
U (t) is supported on intervals with total lengths being bounded by O(1/U) for each j ≥ 1) gives that, for

any integer E ≥ 1 and ℜ(s) ≥ 1/2,

Φ̂U (s) ≪ UE−1(1 + |s|)−E .(4.1)

Note that Hölder’s inequality implies |x + y|2m ≤ 22m−1(|x|2m + |y|2m) for any x, y ∈ C. We insert the function
ΦU (

n
Y ) into the definition of Sm(X,Y ) and obtain that

Sm(X,Y ) ≪
∑∗

d≤X
(d,2)=1

∣∣∣∑
n

χ(8d)(n)ΦU

( n
Y

)∣∣∣2m +
∑∗

d≤X
(d,2)=1

∣∣∣∣ ∑
n≤Y

χ(8d)(n)
(
1− ΦU

( n
Y

))∣∣∣∣2m.
(4.2)
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The Mellin inversion gives that∑∗

d≤X
(d,2)=1

∣∣∣∑
n

χ(8d)(n)ΦU

( n
Y

)∣∣∣2m =
∑∗

d≤X
(d,2)=1

∣∣∣ ∫
(2)

L(s, χ(8d))Y sΦ̂U (s)ds
∣∣∣2m.

(4.3)

Observe that by [8, Corollary 5.20], that under GRH, for every primitive Dirichlet character χ modulo q, ℜ(s) ≥ 1/2
and any ε > 0,

L(s, χ) ≪ |qs|ε.(4.4)

The bounds in (4.1) and (4.4) allow us to shift the line of integration in (4.3) to ℜ(s) = 1/2 to obtain that∑∗

d≤X
(d,2)=1

∣∣∣∑
n

χ(8d)(n)ΦU

( n
Y

)∣∣∣2m =
∑∗

d≤X
(d,2)=1

∣∣∣ ∫
(1/2)

L(s, χ(8d))Y sΦ̂U (s)ds
∣∣∣2m.

(4.5)

We split the range of integral in (4.5) into two parts, |ℑ(s)| ≤ XQ and |ℑ(s)| > XQ, for some Q > 0 to be specified
later, obtaining that (4.5) is

≪
∑∗

d≤X
(d,2)=1

∣∣∣ ∫
(1/2)

|ℑ(s)|≤XQ

L(s, χ(8d))Y sΦ̂U (s)ds
∣∣∣2m +

∑∗

d≤X
(d,2)=1

∣∣∣ ∫
(1/2)

|ℑ(s)|>XQ

L(s, χ(8d))Y sΦ̂U (s)ds
∣∣∣2m.(4.6)

We next apply (4.1) and Hölder’s inequality to deduce that, as m ≥ 1/2,

∑∗

d≤X
(d,2)=1

∣∣∣ ∫
(1/2)

|ℑ(s)|>XQ

L(s, χ(8d))Y sΦ̂U (s)ds
∣∣∣2m ≪ Y m

( ∫
(1/2)

|ℑ(s)|>XQ

∣∣∣Φ̂U (s)
∣∣∣|ds|)2m−1

∫
(1/2)

|ℑ(s)|>XQ

∑∗

d≤X
(d,2)=1

∣∣∣L(s, χ(8d))
∣∣∣2m∣∣∣Φ̂U (s)

∣∣∣|ds|.
(4.7)

By (4.1), ∫
(1/2)

|ℑ(s)|>XQ

∣∣∣Φ̂U (s)
∣∣∣|ds| ≪ ∫

(1/2)

|ℑ(s)|>XQ

U

1 + |s|2
|ds| ≪Q

U

XQ
.

(4.8)

Using (4.4),∫
(1/2)

|ℑ(s)|>XQ

∑∗

d≤X
(d,2)=1

∣∣∣L(s, χ(8d))
∣∣∣2m ·

∣∣∣Φ̂U (s)
∣∣∣|ds| ≪ ∫

(1/2)

|ℑ(s)|>XQ

∑∗

d≤X
(d,2)=1

|ds|ε · U

1 + |s|2
|ds| ≪ XUX−Q(1−ε)+ε.

(4.9)

We now set U = X2ε and Q = 4ε. From (4.2), (4.5)–(4.9),

Sm(X,Y ) ≪
∑∗

d≤X
(d,2)=1

∣∣∣ ∫
(1/2)

|ℑ(s)|≤Xε

L(s, χ(8d))Y sΦ̂U (s)ds
∣∣∣2m +

∑∗

d≤X
(d,2)=1

∣∣∣∣ ∑
n≤Y

χ(8d)(n)
(
1− ΦU

( n
Y

))∣∣∣∣2m +O(XY m)

≪Y m
∑∗

d≤X
(d,2)=1

∣∣∣ ∫
(1/2)
|t|≤Xε

∣∣∣L( 12 + it, χ(8d))
∣∣∣ 1

1 + |t|
dt
∣∣∣2m +

∑∗

d≤X
(d,2)=1

∣∣∣∣ ∑
n≤Y

χ(8d)(n)
(
1− ΦU

( n
Y

))∣∣∣∣2m +O(XY m).

(4.10)

Theorem 1.3 follows from the following Lemma.

Lemma 4.2. With the notation as above and assume the truth of GRH. We have for any integer k ≥ 1 and any real
numbers 2m ≥ k + 1, ε > 0,

(4.11)
∑∗

d≤X
(d,2)=1

∣∣∣ ∫
(1/2)
|t|≤Xε

∣∣∣L(1/2 + it, χ(8d))
∣∣∣ 1

1 + |t|
dt
∣∣∣2m ≪ X(logX)E(m,k,ε),

where E(m, k, ε) is defined in (1.5).
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Lemma 4.3. With the notation as above and assume the truth of GRH. We have for m ≥ 1,

(4.12)
∑∗

d≤X
(d,2)=1

∣∣∣∣ ∑
n≤Y

χ(8d)(n)
(
1− ΦU

( n
Y

))∣∣∣∣2m ≪ XY m.

The remainder of the paper will be devoted to the proofs of these Lemmas.

5. Proof of Lemma 4.2

Our proof follows closely the treatments in [23]. We deduce from (4.10) by symmetry and Hölder’s inequality that
for a = 1− 1/(2m) + ε with ε > 0,∣∣∣ ∫

|t|≤Xε

∣∣∣L( 12 + it, χ(8d))| dt

1 + |t|

∣∣∣2m ≪
∣∣∣ ∫ Xε

0

|L( 12 + it, χ(8d))|
t+ 1

dt
∣∣∣2m

≤
( ∑

n≤logX+1

n−2am/(2m−1)

)2m−1 ∑
n≤logX+1

(
na

en−1∫
en−1−1

|L( 12 + it, χ(8d))|
t+ 1

dt

)2m

≪
∑

n≤logX+1

n2m−1+ε

e2nm

( en−1∫
en−1−1

|L( 12 + it, χ(8d))|dt
)2m

.

We need the following result, which will be proved later, to estimate the last expression above.

Proposition 5.1. With the notation as above and the truth of GRH, we have for any fixed integer k ≥ 1 and any real
numbers 2m ≥ k + 1, 10 ≤ E = XO(1),

∑∗

d≤X
(d,2)=1

( E∫
0

|L( 12 + it, χ(8d))|dt
)2m

≪X
(
(logX)2m

2−m+1Ek(log logE)O(1) + (logX)(2m−k)2/4+1E2m(log logE)O(1)(log logX)O(1)

+ (logX)2m
2−2mk+3k2/4+m−3k/4E2m−1(log logE)O(1)(log logX)O(1)

)
.

(5.1)

We apply Proposition 5.1 to see that for any integer k ≥ 1 and any real numbers 2m ≥ k + 1, ε > 0,∑
n≤logX+1

n2m−1+ε

e2nm

∑∗

d≤X
(d,2)=1

(∫ en−1

en−1−1

|L(1/2 + it, χ(8d))|dt
)2m

≪X
∑

n≤logX+1

n2m−1+ε

e2nm

×
(
(logX)2m

2−m+1ekn(log 2n)O(1) + (logX)(2m−k)2/4+1(log 2n)O(1)(log logX)O(1)e2mn

+ (logX)2m
2−2mk+3k2/4+m−3k/4(log 2n)O(1)(log logX)O(1)e(2m−1)n

)
≪ X(logX)E(m,k,ε).

We now deduce from the above that (4.11) holds, completing the proof of the Lemma 4.2.

Proof of Proposition 5.1. We have by symmetry that for each d,( E∫
0

|L( 12 + it, χ(8d))|dt
)2m

≪
∫

[0,E]k

k∏
a=1

|L(1/2 + ita, χ
(8d))|

(∫
D
|L(1/2 + iu, χ(8d))|du

)2m−k

dt,(5.2)

where D = D(t1, . . . , tk) = {u ∈ [0, E] : |t1 − u| ≤ |t2 − u| ≤ . . . ≤ |tk − u|}.

We set B1 =
[
− 1

logX , 1
logX

]
, Bj =

[
− ej−1

logX ,− ej−2

logX

]
∪
[
ej−2

logX , ej−1

logX

]
for 2 ≤ j < ⌊log logX⌋ + 10 =: K and

BK = [−E,E] \
⋃

1≤j<K Bj .
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Observe that for any t1 ∈ [0, E], we have D ⊂ [0, E] ⊂ t1 + [−E,E] ⊂
⋃

1≤j≤K t1 + Bj . Thus if we denote

Aj = Bj ∩ (−t1 +D), then (t1 +Aj)1≤j≤K form a partition of D. Using Hölder’s inequality twice to deduce that

(∫
D

|L( 12 + iu, χ(8d))|du
)2m−k

≤
( ∑

1≤j≤K

1

j
· j

∫
t1+Aj

|L( 12 + iu, χ(8d))|du
)2m−k

≤
( ∑

1≤j≤K

j2m−k

( ∫
t1+Aj

∣∣L( 12 + iu, χ(8d))
∣∣du)2m−k)( ∑

1≤j≤K

j−(2m−k)/(2m−k−1)

)2m−k−1

≪
∑

1≤j≤K

j2m−k

( ∫
t1+Aj

|L( 12 + iu, χ(8d))|du
)2m−k

≤
∑

1≤j≤K

j2m−k|Bj |2m−k−1

∫
t1+Aj

|L(1/2 + iu, χ(8d))|2m−kdu.

(5.3)

For t = (t1, . . . , tk), we write

L(t, u) =
∑∗

d≤X
(d,2)=1

k∏
a=1

|L( 12 + ita, χ
(8d))| · |L( 12 + iu, χ(8d))|2m−k.

From (5.2) and (5.3), we deduce

∑∗

d≤X
(d,2)=1

( E∫
0

|L(1/2 + it, χ(8d))|dt
)2m

≪
∑

1≤l0≤K

l2m−k
0 |Bl0 |2m−k−1

∫
[0,E]k

∫
t1+Al0

L(t, u)dudt

≪
∑

1≤l0,l1,...lk−1≤K

l2m−k
0 |Bl0 |2m−k−1

∫
Cl0,l1,··· ,lk−1

L(t, u)dudt,

(5.4)

where

Cl0,l1,··· ,lk−1
= {(t1, . . . , tk, u) ∈ [0, E]k+1 : u ∈ t1 +Al0 , |ti+1 − u| − |ti − u| ∈ Bli , 1 ≤ i ≤ k − 1}.

We now separate two cases in the last summation of (5.4) according to the size of l0.

Case 1: l0 < K. First, the volume of the region Cl0,l1,··· ,lk−1
is ≪ Ekel0+l1+···+lk−1(logX)−k. Also, by the definition

of Cl0,l1,··· ,lk−1
and the observation that ti, u ≥ 0, 1 ≤ i ≤ k, el0/ logX ≪ |t1 − u| ≪ |t1 + u| ≪ E = XO(1) so that

g(|t1 ± u|) ≪ logX · log logE/el0 , where we recall the definition of g in (1.3). We deduce from the definition of Aj that
|t2 − u| ≥ |t1 − u|, so that E ≫ |t2 + u| ≫ |t2 − u| = |t1 − u| + (|t2 − u| − |t1 − u|) ≫ el0/ logX + el1/ logX, which
implies that g(|t2 ± u|) ≪ logX · log logE/emax(l0,l1). Similarly, we have g(|ti ± u|) ≪ logX · log logE/emax(l0,l1,...,li−1)

for any 1 ≤ i ≤ k. Moreover, we have
∑j−1

s=i (|ts+1 − u| − |ts − u|) ≤ |tj − ti| ≤ |tj + ti| for any 1 ≤ i < j ≤ k, so that

we have g(|tj ± ti|) ≪ logX · log logE/emax(li,...,lj−1). We also bound g(|2ti|), 1 ≤ i ≤ k and g(|2u|) trivially by logX
to deduce from Corollary 1.2 that for (t1, . . . , tk, u) ∈ Cl0,l1,··· ,lk−1

,

L(t, u)

≪X(logX)((2m−k)2+k)/4+(2m−k)2/4+(2m−k)/2+3k/4(log logE)O(1)

( k−1∏
i=0

logX

emax(l0,l1,...,li)

)2m−k( k−1∏
i=1

k∏
j=i+1

logX

emax(li,...,lj−1)

)

=X(logX)m(2m+1)(log logE)O(1) exp
(
− (2m− k)

k−1∑
i=0

max(l0, l1, . . . , li)−
k−1∑
i=1

k∑
j=i+1

max(li, . . . , lj−1)
)
.
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Moreover, |Bl0 | ≪ el0/ logX, so that

∑
1≤l0<K

1≤l1,...lk−1≤K

l2m−k
0 |Bl0 |2m−k−1

∫
Cl0,l1,··· ,lk−1

L(t, u)dudt

≪X(logX)2m
2−m+1Ek(log logE)O(1)·

×
∑

1≤l0<K
1≤l1,...lk−1≤K

l2m−k
0 exp

(
(2m− k − 1)l0 +

k−1∑
i=0

li − (2m− k)

k−1∑
i=0

max(l0, l1, . . . , li)−
k−1∑
i=1

k∑
j=i+1

max(li, . . . , lj−1)
)

=X(logX)2m
2−m+1Ek(log logE)O(1)·

×
∑

1≤l0<K
1≤l1,...lk−1≤K

l2m−k
0 exp

(
− (2m− k)

k−1∑
i=1

max(l0, l1, . . . , li)−
k−1∑
i=1

k∑
j=i+2

max(li, . . . , lj−1)
)

≪X(logX)2m
2−m+1Ek(log logE)O(1)

∑
1≤l0<K

1≤l1,...lk−1≤K

l2m−k
0 exp

(
− (2m− k)

k−1∑
i=1

∑i
s=0 ls
i+ 1

−
k−1∑
i=1

k∑
j=i+2

∑j−1
s=i ls
j − i

)

≪X(logX)2m
2−m+1Ek(log logE)O(1).

(5.5)

Case 2 l0 = K. For each 1 ≤ i ≤ k, we have g(|ti ± u|) ≪ log logE. Also, similar to Case 1, we have g(|tj ± ti|) ≪
logX/emax(li,...,lj−1) for 1 ≤ i ≤ k. As |t1 − u| ≤ |t1|+ |u|, we see that either |u| ≥ 5 or |u| ≤ 5. If |u| ≥ 5, then we have
g(|2u|) ≪ log logE. We further use the trivial bound g(|2ti|) ≪ logX with 1 ≤ i ≤ k, obtaining

L(t, u) ≪X(logX)((2m−k)2+k)/4+3k/4(log logE)O(1)

( k−1∏
i=1

k∏
j=i+1

logX

emax(li,...,lj−1)

)

=X(logX)(2m−k)2/4+k(log logE)O(1) exp
(
−

k−1∑
i=1

k∑
j=i+1

max(li, . . . , lj−1)
)
.

If |u| ≤ 5, then using |t1 − u| ≤ |ti − u| ≤ |ti|+ |u| for any 1 ≤ i ≤ k we see that |ti| ≥ 5 so that g(|2ti|) ≪ log logE.
Again the trivial bound of g(|2u|) ≪ logX yields

L(t, u) ≪X(logX)((2m−k)2+k)/4+(2m−k)2/4+(2m−k)/2(log logE)O(1)

( k−1∏
i=1

k∏
j=i+1

logX

emax(li,...,lj−1)

)

=X(logX)2m
2−2mk+3k2/4+m−3k/4(log logE)O(1) exp

(
−

k−1∑
i=1

k∑
j=i+1

max(li, . . . , lj−1)
)
.

The volume of the region CK,l1,··· ,lk−1
is ≪ Ek+1el1+···+lk−1(logX)−k+1. As |BK | ≪ E, we deduce from the above that

∑
1≤l1,...lk−1≤K

K2m−k|BK |2m−k−1

∫
CK,l1,··· ,lk−1

|u|≥5

L(t, u)dudt

≪X(logX)(2m−k)2/4+1E2m(log logE)O(1)(log logX)O(1)

×
∑

1≤l1,...lk−1≤K

exp
( k−1∑

i=1

li −
k−1∑
i=1

k∑
j=i+1

max(li, . . . , lj−1)
)

≪X(logX)(2m−k)2/4+1E2m(log logE)O(1)(log logX)O(1).

(5.6)
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As we have |ti| ≥ 5 for any 1 ≤ i ≤ k when |u| ≤ 5, we see that the volume of the region CK,l1,··· ,lk−1
when |u| ≤ 5 is

≪ Ek. It follows that∑
1≤l1,...lk−1≤K

K2m−k|BK |2m−k−1

∫
CK,l1,··· ,lk−1

|u|≤5

L(t, u)dudt

≪X(logX)2m
2−2mk+3k2/4+m−3k/4E2m−1(log logE)O(1)(log logX)O(1)

×
∑

1≤l1,...lk−1≤K

exp
(
−

k−1∑
i=1

k∑
j=i+1

max(li, . . . , lj−1)
)

≪X(logX)2m
2−2mk+3k2/4+m−3k/4E2m−1(log logE)O(1)(log logX)O(1).

(5.7)

We now deduce the estimation in (5.1) using (5.5)–(5.7). This completes the proof of the proposition. □

6. Proof of Lemma 4.3

We apply the Cauchy-Schwarz inequality to see that∑∗

d≤X
(d,2)=1

∣∣∣∣ ∑
n≤Y

χ(8d)(n)
(
1− ΦU (

n

Y
)
)∣∣∣∣2m

≤
( ∑∗

d≤X
(d,2)=1

∣∣∣∣ ∑
n≤Y

χ(8d)(n)
(
1− ΦU

( n
Y

))∣∣∣∣2)1/2( ∑∗

d≤X
(d,2)=1

∣∣∣∣ ∑
n≤Y

χ(8d)(n)
(
1− ΦU

( n
Y

))∣∣∣∣4m−2)1/2

.

(6.1)

It follows from [7, Corollary 2] that for arbitrary complex numbers an, for X,Z ≥ 2 and any ε > 0, we have∑∗

d≤X
(d,2)=1

∣∣∣∣ ∑
n≤Z

anχ
(8d)(n)

∣∣∣∣2 ≪ (XZ)ε(X + Z)
∑

m,n≤Z
mn=□

|aman|.

The above with Z = Y , mindful of our assumption that Y ≤ X, leads to∑∗

d≤X
(d,2)=1

∣∣∣∣ ∑
n≤Y

χ(8d)(n)
(
1− ΦU

( n
Y

))∣∣∣∣2 ≪(XY )ε(X + Y )
∑

n1,n2≤Y
n1n2=□

(
1− ΦU

(n1

Y

))(
1− ΦU

(n2

Y

))

≪X1+ε
∑

Y (1−1/U)≤n1,n2≤Y
n1n2=□

1.

We evaluate the last expression above by writing n1 = d1m
2
1, n2 = d1m

2
2 with d1 square. The above is

≪ X1+ε
∑
d1≤Y

∑
(Y (1−1/U)/d1)

1/2≤m1,m2≤(Y/d1)
1/2

1 ≪X1+ε
∑
d1≤Y

(
(Y/d1)

1/2 − (Y (1− 1/U)/d1)
1/2
)2

≪X1+ε
∑
d1≤Y

Y

d1U2
≪ X1+εY U−2 log Y,

(6.2)

where the penultimate bound comes by virtue of the mean value theorem.

Next note that

(6.3)
∑∗

d≤X
(d,2)=1

∣∣∣∣ ∑
n≤Y

χ(8d)(n)
(
1− ΦU

( n
Y

))∣∣∣∣4m−2

≪
∑∗

d≤X
(d,2)=1

∣∣∣∣ ∑
n≤Y

χ(8d)(n)

∣∣∣∣4m−2

+
∑∗

d≤X
(d,2)=1

∣∣∣∣ ∑
n≤Y

χ(8d)(n)ΦU

( n
Y

)∣∣∣∣4m−2

.

We deduce by arguing similar to those from (4.5)–(4.10) that∑∗

d≤X
(d,2)=1

∣∣∣∣ ∑
n≤Y

χ(8d)(n)ΦU

( n
Y

)∣∣∣∣4m−2

≪Y 2m−1
∑∗

d≤X
(d,2)=1

∣∣∣ ∫
(1/2)
|t|≤Xε

∣∣∣L( 12 + it, χ(8d))
∣∣∣ 1

1 + |t|
dt
∣∣∣2m +O(XY 2m−1).
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We then deduce from the above and Lemma 4.2 that

(6.4)
∑∗

d≤X
(d,2)=1

∣∣∣∣ ∑
n≤Y

χ(8d)(n)ΦU

( n
Y

)∣∣∣∣4m−2

≪ XY 2m−1(logX)O(1).

To estimate the first expression on the right-hand side of (6.3), we apply Perron’s formula as given in [14, Corollary
5.3]. Hence

∑
n≤Y

χ(8d)(n) =
1

2πi

1+1/ log Y+iY∫
1+1/ log Y−iY

L(s, χ(8d))
Y s

s
ds+R1 +R2,

=
1

2πi

1/2+iY∫
1/2−iY

+
1

2πi

1/2−iY∫
1+1/ log Y−iY

+
1

2πi

1+1/ log Y+iY∫
1/2+iY

L(s, χ(8d))
Y s

s
ds+R1 +R2,

(6.5)

where

R1 ≪
∑

Y/2<n<2Y
n ̸=Y

min

(
1,

1

|n− Y |

)
≪ log Y and R2 ≪ 41+1/ log Y + Y 1+1/ log Y

Y
ζ(1 + 1/ log Y ) ≪ log Y.

(6.6)

Here the last estimation above follows from [14, Corollary 1.17]. We now consider the moments of the horizontal
integrals in (6.5). We may assume that Y ≥ 10, otherwise the lemma is trivial. By symmetry we only need to consider
only one of them. Note that we have |Y s/s| ≤ Y 1+1/ log Y /Y ≪ 1 in that range and m ≥ 1, which allows us to apply
Hölder’s inequality to get

∑∗

d≤X
(d,2)=1

∣∣∣∣
1+1/ log Y+iY∫

1/2+iY

L(s, χ(8d))
Y s

s
ds

∣∣∣∣4m−2

≪
∑∗

d≤X
(d,2)=1

( 1+1/ log Y+iY∫
1/2+iY

|L(s, χ(8d))||ds|
)4m−2

≪
∑∗

d≤X
(d,2)=1

1+1/ log Y+iY∫
1/2+iY

|L(s, χ(8d))|4m−2|ds| ≪ X(logX)O(1).

(6.7)

To get the last bound above, we utilize Lemma 2.9, which gives that for 1/2 ≤ ℜ(s) ≤ 1 + 1/ log Y , under GRH,∑∗

d≤X
(d,2)=1

|L(s, χ(8d))|4m−2 ≪ X(logX)O(1).

We treat the vertical integral in (6.5) using Hölder’s inequality, Proposition 5.1 with k = 1 and the assumption
Y ≤ X. Thus

∑∗

d≤X
(d,2)=1

∣∣∣∣
1/2+iY∫

1/2−iY

L(s, χ(8d))
Y s

s
ds

∣∣∣∣4m−2

≪Y 2m−1
∑∗

d≤X
(d,2)=1

( Y∫
0

|L( 12 + it, χ(8d))|
t+ 1

dt

)4m−2

≪Y 2m−1
∑

n≤log Y+2

n4m−2

e(4m−2)n

∑∗

d≤X
(d,2)=1

( en−1∫
en−1−1

|L( 12 + it, χ(8d))|dt
)4m−2

≪Y 2m−1X(logX)O(1)
( ∑

n≤log Y+2

n4m−2

e(4m−2)n
en +

∑
n≤log Y+2

n4m−2
)

≪Y 2m−1X(logX)O(1).

(6.8)

From (6.5)–(6.8), we infer

(6.9)
∑∗

d≤X
(d,2)=1

∣∣∣∣ ∑
n≤Y

χ(8d)(n)

∣∣∣∣4m−2

≪ Y 2m−1X(logX)O(1).
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Finally, from (6.1), (6.2), (6.4), (6.9) and U = X2ε, Y ≤ X, (4.12) is valid. This completes the proof of the lemma.
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