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Heterogenous catalysts are an important class of materials that receive considerable research attention due 

to their large impact on energy and the environment. Aberration-corrected in situ environmental 

transmission electron microscopy (ETEM) is a powerful catalyst characterization tool capable of 

providing atomic-scale structural information from active catalysts under reaction conditions. Recent 

advancements in the realization of highly efficient direct electron detectors now enable atomically-

resolved ETEM images to be acquired with a temporal resolution in the millisecond or sub-millisecond 

regime, which is where catalytically relevant structural reconfigurations are thought to occur [1,2,3]. 

While there is potentially much to be gained from applying these new detectors to catalytic nanomaterials 

characterization, acquiring ETEM image series with high temporal resolution necessarily produces 

datasets that can be unwieldly in size and severely degraded by noise, rendering traditional image 

processing approaches impractical and ineffective at extracting useful scientific information. For example, 

recording a 64 megapixel in situ ETEM movie at 2.5 millisecond time resolution would produce around 

100 gigabytes and many hundreds of frames of noisy image data every second. We are interested in 

exploring innovative approaches to image processing that leverage new advances in data science on large, 

noisy, atomic-resolution in situ ETEM data sets. 

As a first step to processing in situ movies of catalyst dynamics, we have been developing a convolutional 

neural network to denoise large TEM image datasets. The network has been applied to a CeO2-supported 

Pt nanoparticle imaged in N2 gas with 25 millisecond temporal resolution. A training dataset was produced 

by generating 460 simulated HRTEM images of a Pt nanoparticle, which were then corrupted with a 

categorical noise model taken from the real images. Simulated images were generated with Dr. Probe [4]. 

Figure 1a shows an example of a simulated image which serves as a clean reference. The image corrupted 

with noise is shown in Figure 1b; this image is the input to the network. The denoised image predicted 

by the network is shown in Figure 1c. The network was trained to minimize the sum of the squared 

differences (i.e., L2 loss) between the clean reference and the predicted image; we used a network with 

20 convolutional layers, each with 64 channels [5]. Compared to the training image, the denoised image 

has a peak signal-to-noise ratio of roughly 45 and a structural similarity index of 0.999 when averaged 

over 20 test images similar to the training data set. 

The trained network was then applied to the real in situ TEM image dataset of the CeO2-supported Pt 

nanoparticle in N2 gas. Figure 2a and Figure 2b show a real 25 millisecond in situ TEM image and a 

denoised counterpart, respectively. Atomic columns corresponding to Pt are seen at the top half of the 

image, while columns corresponding to CeO2 are seen at the bottom. A 10 pixel integrated line profile 

was calculated across the sub-surface layer of Pt atomic columns in both the real and denoised image. The 

line profiles, displayed in Figure 2c, show that the denoised image displays a higher SNR than the real 

image and retains similar features. While still preliminary, the network-based approach may be immensely 

useful in denoising rapidly acquired in situ TEM images which suffer from a low signal-to-noise (e.g., 

those taken at >1000 frames per second) [6]. 
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Figure 1. Training a convolutional neural network to denoise in situ TEM images. (a) Example simulated 

HRTEM image of a Pt nanoparticle which serves a clean reference or ground truth during training, (b) 

simulated image corrupted with a categorical noise model taken from the real images (see below), and (c) 

denoised image predicted by the trained network. 

 
Figure 2. Comparing real and denoised in situ TEM images. (a) 25 ms image of a CeO2-supported 

Pt  nanoparticle in 0.5 mTorr N2 gas, (b) denoised image which has been processed with the trained neural 

network, and (c) comparison of 10 pixel integrated line profiles calculated across identical regions in both 

images. 
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