Note on a Resolution of Linear Differential Systems

By I. 8. and E. 8. SoxoLNikorF, University of Wisconsin.

Communicated by J. M. WHITTAKER.
(Received 4th August, 1933. Read 4th November, 1933.)

In a recent paper! J. M. Whittaker considered the problem of
resolving a linear differential system into a product of two or more
systems of lower order. This note is a contribution to this problem
and furnishes the necessary and sufficient conditions for the resolu-
tion of the system into two equivalent systems of lower order of the
type considered by Whittaker.

Consider the linear differential system

Py =f(2)
(I) _ n—1 " ) .
yi—‘ZO[aiij (@) + B y? (b)] (t=12,....,m),
i=
where P is the linear differential operator

P= 3 pig) &
= J —_—
=zr (=) 72

It is assumed that the p;(x) are continuous functions in the closed
interval (a, b). The a;;, B; and y; are prescribed constants.

It is desired to find the conditions under which the system (I)
can be resolved into the two equivalent systems of lower order

Qy =z(x)
s—1
(II) > [uij y(,’i) (a,) + Vyj y(j) (b)] = v, (’t =12, ..., 8)
=0
and ’
Rz = f(=)
m—1
(11I) S ey 2 (a) + dyy 29 (b) = 5, t=1,2,....,m),

1J. M. Whittaker, Proceedings of the Edinburgh Mathematical Society (2), 3
(1932), 10-15.
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where
s Y R=% ud
Q=]_=09j(x) dwi? =j§0 75 () i’

n=m-4s, and P= RQ.

Assume that there exist m linearly independent combinations of
the y; of the form

C; Qy (a) + D; Qy (b) =3, (t=1,2,....,m)
where

. m—1 di m—1 VA

O, = Eocij b and D;= E d;; i o’
and the ¢; and d; are constants. Then there must exist constants
1 such that

n m=—1
(A) kgllik'ykg[ = Cij g ,Q?/:| L (liQy] ) (t=1,2,....,m).

Moreover, the constants I, ¢; and d; must be chosen so that the m
relations given in (A) shall be linearly independent.

If the expressions for y; and @ are substituted in (A), the latter
can be written?! as

(A,) 2 lzL Z [aLJ y(” a') + Bk_», y(” (b)] =cC 0 2 Qe k( )y("”k) (a,)

k=1

8
¢ Z [Dgs-i + Dyt~ ma + dio 2 ,3e-2 () 470 (b)

m—1

+ E d” E {Dg,_; + Dyte=») _,. (i=1,2,....,m).

If the terms in y(a), ¥’ (a), ...., y»~V(a), y(b), ¥’ (b), ...., y»~V(b)
are collected in each member, each of the m identities of (A’)
becomes an identity between two homogeneous linear forms in the
y(a),...., y*=V(a), y(b), ...., y»~1(b). In order to write down

1 Using Leibnitz’s Theorem D~ (uv) = [Du + Dyu]r.
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these identities in a compact form, it is convenient to introduce
certain symbols which are defined as follows:

(1) ¢¥(x)=0 for k>mn —m = s, for all values of I.

(2) <‘(7)> =1 for all j.

Then it is readily checked that (A’) becomes

Z Z g lu y(k) () + 2 Z lgjlc ] y(“ (b)

k=0 j=1

el 5 (1 er o) o

n—1 m—1 j ‘7
+E 0@ do+ 2 | £ (I ) a0 o)) ay] v o),
k=0 =1 Lt=0

where ¢ takes the values 1, 2, ...., m. In order that each of
these identities be satisfied, the corresponding coefficients of
y(a), ¥y (a), ..., y*V(a), y(b), y'(b), ...., y™» 1 (b) must be equal.
Equating coefficients and transposing all terms to the left side gives
the following set of 2n equations in the I;, c; and d,;.

m—1 i ;
ajklij_QIc(a')czO_ 2 { )2 <‘:> o ')(“)}Cij‘—‘o

t=0

I M=
)

J

B moA( (g
®) ﬂ Li—qe(d)dyp — = {E()('Z) - ‘)(b)}d =0,

j=1

TM:

(k=0,1,2,....,m—1), (=12, ....,m).

From the form of (B) it is clear that the set of equations in
lijs ¢, and d; is the same for all values of ¢ =1, 2, ...., m. It
follows that the system (B) must have m linearly independent
solutions if there are to be m linearly independent boundary con-
ditions. Therefore, this system of 2n equations in » + 2m unknowns
must have a rank R < n 4+ m. For, if R is the rank, then there are
at most n - 2m— R linearly independent solutions. If n42m—R =m,
then R < n + m.
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The matrix A of the system (B) is

[ @10 ag -...0p  —gola) .. —g¥(a).......... — gr=Y (a)
-1
Q1x  Ogp .. el — qx (a) -2 < L >q}j“’(a) -1”2 (m 1 ) (m~1=0 ()
=0\ b t=o\ ¢

..................................................

L/l
Q1,2—1 02, n—1-+Cp n—1 — GJn—_1 (a) .. _tz < ¢ ) g:{)_z(a')- - =4, (a)

=0
Bio B ----Bro 0. 0 e 0
Blk BZIc . 'Bnk 0. vivi. 0. i iiie e, 0
_ﬁl‘n lﬁz n—l-oﬁn’n 1 0 ............ 0 ................ 0
0......... O it i 0
0O ......... 0 0
O......... 0 ittt e e, 0
— ¢ (b) —qPB) e — glm=1 (b)

..................................

/1 m=1/gm
—-qk(b).... —E<t)q§"l:‘t)(b)"_z<mt 1) (m— 1 t)(b)

t=0

R CRES G P = MUREAD

If this matrix has rankYJR =< m 4 n, then there are at least m
linearly independent combinations of the y; which can be expressed

in the form
CiZ(a)"—DiZ(b):Si, (2.=]., 2, ....,m).
These are the boundary conditions for the equation
Rz = f(x).

Having obtained these; m linear combinations, there exist
n —m = s other linearly independent combinations of the y,; such
that the entire set is linearly independent. These s combinations
contain, in general, y (a), ¥ (@) §.. ., y*»~V (a), y (b), ¥'(b), ...,y —V ().
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By successive differentiations of Qy =z (z), the derivatives of order
greater than s — 1 can be eliminated, since z (x) can be regarded as
known from the solution of system (IIT). The resulting s combina-

8—1

tions, ¥ [u;yD (a) + vy B)] =v;, (1 =1,2, ....,5), can be taken
i=0

as the boundary conditions for the equation

Qy = z (v).
This discussion may be summarized as:

Theorem

The necessary and sufficient condition for the resolution of the
differential system (I) of order n into the two component systems (II)
and (I1I) of orders m and s, (n =m + s), is that the mairix A be of
rank R < m + n.

For the second order case the condition on the rank of the
matrix requires that the determinant of A be zero. This can be
expressed in a more convenient form as

a1 9o (@)

I B2o 0 (b) | [ azg go ()
an qi(a) |’ l

B21 1 (b) as; ¢ (a)

Bio 90 (b) _
B 91 (b) ] =0

i
L
f
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