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We report the results of a theoretical investigation of the stability of a hydrodynamic
analogue of Landau levels, specifically circular orbits arising when a millimetric droplet
self-propels along the surface of a vibrating, rotating liquid bath. Our study elucidates
the form of the stability diagram characterising the critical memory at which circular
orbits destabilise, and the form of instability. Particular attention is given to rationalising
observations reported in prior experimental works, including the prevalence of resonant
wobbling instabilities, in which the instability frequency is approximately twice the
orbital frequency. We also explore the physical mechanism responsible for the onset of
instability. Specifically, we compare the efficacy of different heuristic arguments proposed
in prior studies, including propositions that the most unstable orbits arise when their radii
correspond to the zeros of Bessel functions or when their associated wave intensity is
extremised. We establish a new relation between orbital stability and the mean wave field,
which supersedes existing heuristic arguments and suggests a rationale for the alternate
wobbling and monotonic instabilities arising at onset as the orbital radius is increased
progressively.
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1. Introduction

Millimetric droplets may bounce and self-propel along the surface of a vertically vibrating
liquid bath (Couder et al. 2005a,b). These walking droplets, or ‘walkers’, provide a
tangible macroscopic example of wave–particle duality and represent a classical realisation
of a pilot-wave system of the form envisaged by de Broglie (1926, 1930) in the 1920s.
Since its discovery in 2005, the hydrodynamic pilot-wave system has provided the basis
for an unexpectedly long list of hydrodynamic quantum analogues (Bush 2015; Bush &
Oza 2020). Notable examples include single-particle diffraction and interference (Couder
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& Fort 2006; Pucci et al. 2018; Ellegaard & Levinsen 2020), unpredictable tunnelling
(Eddi et al. 2009; Tadrist et al. 2020), Friedel oscillations (Sáenz, Cristea-Platon & Bush
2020), spin lattices (Sáenz et al. 2021), and quantum-like statistics in corrals (Harris et al.
2013; Sáenz, Cristea-Platon & Bush 2018). Of particular interest here are the quantised
orbits emerging when a droplet walks in the presence of an imposed force (Fort et al.
2010; Perrard et al. 2014b).

Faraday waves are generated at the free surface of a vibrating liquid bath when the
bath’s vibrational acceleration exceeds a critical value known as the Faraday threshold
(Benjamin & Ursell 1954; Miles & Henderson 1990). Walking droplets arise just below
this threshold, and so respond only to the waves generated by their own bouncing. A key
feature of the walker system is that the droplets bounce at the frequency of the bath’s most
unstable Faraday waves, specifically half the frequency of the bath’s vibrational forcing.
The resulting resonance between the bouncing droplet and the bath ensures that the
pilot-wave field is quasi-monochromatic, with a dominant wavelength prescribed by the
Faraday wavelength. The dynamics is local in that the droplet responds to the local slope
of its guiding wave; however, as the slope is determined by the droplet’s past trajectory,
the droplet dynamics are non-Markovian. The path memory of the system determines the
mean number of prior impacts that contribute to the wave force acting on the droplet,
and is prescribed by the proximity of the vibrational acceleration to the Faraday threshold
(Eddi et al. 2011). The quantum features of the pilot-wave hydrodynamic system emerge in
the high-memory limit arising when the vibrational acceleration approaches the Faraday
threshold, and the pilot wave is most persistent.

Orbital quantisation is a canonical feature of the hydrodynamic pilot-wave system,
and one of its most compelling as a quantum analogue. At sufficiently high memory,
the quasi-monochromatic form of the guiding or ‘pilot’ wave constrains the droplet to
quantised dynamical states (Fort et al. 2010; Oza et al. 2014a; Perrard et al. 2014b;
Labousse et al. 2016a). Orbital quantisation has been shown to arise for walkers in a
rotating frame (Fort et al. 2010; Harris & Bush 2014; Oza et al. 2014a), a simple harmonic
potential (Perrard et al. 2014a,b; Labousse et al. 2016a; Durey & Milewski 2017), and
confinement to a submerged well (Harris et al. 2013; Cristea-Platon, Sáenz & Bush 2018;
Durey, Milewski & Wang 2020a). In the first of these systems, quantised states consist
of circular orbits (Fort et al. 2010). In the latter two systems, more complex orbits may
arise, including lemniscates and trefoils (Cristea-Platon et al. 2018; Durey et al. 2020a),
and orbits are quantised in both energy and angular momentum (Perrard et al. 2014b). In
all three systems, in the high-memory limit the quantised orbits destabilise, and the droplet
switches intermittently between the accessible orbits, giving rise to statistics reminiscent
of their quantum counterpart (Harris et al. 2013; Oza et al. 2014a,b; Labousse et al. 2016a;
Cristea-Platon et al. 2018).

The first investigation of droplets walking in a rotating frame was that of Fort et al.
(2010), who observed that the droplets move in circular orbits (see figure 1). At lower path
memory, the orbital radius depends continuously on the bath rotation rate in a manner
expected to arise for inertial orbits, from a balance between centripetal and Coriolis forces.
At higher memory, the geometric constraint imposed by the monochromatic Faraday wave
field restricts the permissible stable orbital radii, giving rise to an effective quantisation in
orbital radii. The authors noted that the Coriolis force takes the same form as the Lorentz
force on a moving charged particle, and so drew the analogy between the quantised inertial
orbits arising in their system and the Landau levels arising when a charged quantum
particle moves in a uniform magnetic field. The observed orbital quantisation was captured
in their accompanying simulations (Fort et al. 2010).
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Figure 1. (a) A schematic illustration of the physical system of interest, millimetric droplets walking on the
surface of a liquid bath vibrating vertically with acceleration γ cos(2πft) and rotating about the vertical axis
with angular frequency Ω . (b) In the rotating frame, the droplets may execute anticyclonic inertial circular
orbits, in which the dominant force balance is between the outward inertial force and the inward Coriolis
force. This force balance is augmented by the wave force, which at high memory may give rise to orbits that
are quantised in radius (Fort et al. 2010; Harris & Bush 2014; Oza et al. 2014a). The wave field generated
by the walking droplet has a characteristic wavelength corresponding to the Faraday wavelength λF . As the
memory is increased progressively, these orbits may go unstable via one of two mechanisms. (c) A circular
orbit (black dashed circle) of radius r0/λF = 0.60 destabilises by a monotonic instability (red) characterised
by initially exponential monotonic divergence from the circular path, the result being an orbit of smaller radius.
(d) A circular orbit (black dashed circle) of radius r0/λF = 0.83 destabilises into a wobbling orbit (green),
characterised by a wobbling frequency of approximately twice the orbital frequency, known as a 2-wobble.
In (c,d), the dimensionless vibration parameter Γ = (γ − γW )/(γF − γW ) takes values (c) Γ = 0.7 and
(d) Γ = 0.8, where γW and γF are the walking and Faraday thresholds, respectively. Images (a,b) are adapted
from Harris & Bush (2014).

Harris & Bush (2014) revisited droplets walking in a rotating frame experimentally,
and focused on the destabilisation of the quantised orbits and the onset of chaos as
the memory is increased progressively. They demonstrated the emergence of wobbling
(see figure 1d), drifting, wobble-and-leap motions, and erratic trajectories at high path
memory. In the long-path-memory limit, all circular orbits are unstable, and the droplet
transitions intermittently between different quantised circular orbits; thus the histogram
of the droplet’s radius of curvature is multimodal, with peaks at the orbital radii of
the quantised circular orbits. The emerging physical picture in this and other pilot-wave
hydrodynamic systems is one of a droplet exciting then navigating its own potential (Bush
& Oza 2020).

The theoretical modelling of the walking droplet system developed by Moláček &
Bush (2013a,b) formed the basis of the stroboscopic model (Oza, Rosales & Bush 2013;
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Oza et al. 2014a), in which the walking droplet is treated as a continuous source of
monochromatic waves. The stroboscopic model has been successful in rationalising a
number of features of the hydrodynamic pilot-wave system, including the destabilisation
of a bouncing droplet into a walker, and the stability of various static and dynamic bound
states (Bush & Oza 2020). Oza et al. (2014a) used the stroboscopic model to analyse
droplets walking in a rotating frame, and rationalised the onset of orbital quantisation
in terms of orbital instability at certain radii. Moreover, simulation of the stroboscopic
model in a rotating frame revealed a variety of wobbling, drifting and quasi-periodic
trajectories (Oza et al. 2014b) consistent with experimental observations reported by
Harris & Bush (2014). Both experimental and theoretical studies report that at the
onset of wobbling, the wobbling frequency is approximately twice the orbital frequency
(Harris & Bush 2014; Oza et al. 2014b). We rationalise such resonant instabilities
herein.

Several connections between stability and system energy have been proposed in the
context of pilot-wave hydrodynamics. In particular, several investigations have suggested
that the wave field energy is decreased at the onset of several instabilities, including
the transition from bouncing to walking states (Durey & Milewski 2017), the transition
from parallel walkers to promenading pairs (Borghesi et al. 2014; Durey & Milewski
2017), and the destabilisation of periodic orbits in a harmonic potential (Durey 2018;
Durey, Milewski & Bush 2018). Moreover, the stability of droplet lattices appears to be
related to the height of the local wave field averaged across all droplets in the lattice,
a proxy for the mean droplet gravitational potential energy (Couchman & Bush 2020;
Thomson, Durey & Rosales 2020). Finally, it has been suggested that the onset of orbital
instability in a harmonic potential is controlled by the relative energy contribution of a
small number of wave modes (Labousse et al. 2016a). Here, we assess the value of these
energy-based arguments for predicting the instability of orbital walker motion on a rotating
bath.

The mean wave field in pilot-wave hydrodynamics has proven to be a useful diagnostic
for interpreting both the dynamical and statistical behaviour of walking droplets; moreover,
it is of particular interest given its proposed relation to the quantum potential in Bohmian
mechanics (Bush & Oza 2020). The influence of the mean pilot wave on the droplet
dynamics has been explored in a number of settings, including the quantisation of circular
and exotic orbits arising in a harmonic potential (Labousse 2014; Perrard et al. 2014b).
The connection between the mean pilot wave and the emergent droplet statistics was first
reported in an experimental study of walker motion in an elliptical corral (Sáenz et al.
2018), and a mathematical link between the two developed by Durey et al. (2018, 2020a).
Here, we demonstrate the utility of the mean pilot-wave field as a diagnostic for orbital
stability in a rotating frame.

We present herein a theoretical investigation of the orbital instability of a droplet
walking in a rotating frame. We introduce the stroboscopic pilot-wave model in § 2,
and determine an alternative formulation for the orbital stability problem in terms of
various integrals that specify the influence of the system’s path memory. In § 3, we
deduce analytical expressions for the critical memory at the onset of orbital instability,
and also rationalise the form of instability. For the case of wobbling instabilities,
the associated wobbling frequency is deduced. In § 4, we compare the efficacy of
various heuristic arguments for the onset of orbital instability and introduce a more
insightful heuristic based on consideration of the mean wave field. Finally, in § 5,
we discuss the implications of our findings for a broader class of orbital pilot-wave
systems.
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The onset of orbital instability

2. Pilot-wave hydrodynamics

We consider the motion of a millimetric drop of mass m self-propelling along the
surface of a liquid bath vibrating vertically with frequency f and acceleration γ cos(2πft)
(see figure 1a). The system is subject to a vertical gravitational acceleration −gez and
rotates about a vertical axis with angular velocity Ω = Ωez, where ez is the vertical
unit vector. When the vibrational acceleration exceeds the Faraday threshold, γ > γF, the
bath spontaneously destabilises to subharmonic Faraday waves with period TF = 2/f and
wavelength λF = 2π/kF prescribed by the water-wave dispersion relation (Benjamin &
Ursell 1954). The parameter regime of interest is γ < γF, where the fluid bath would
remain quiescent in the absence of the droplet. For vibrational acceleration beneath the
bouncing threshold, γ < γB, the droplet coalesces into the bath; however, for γ > γB,
it bounces in place on the free surface. As γ is increased further, the drop achieves
resonance with the bath, bouncing at the Faraday frequency. Beyond the walking threshold,
γ > γW , this resonant bouncing state destabilises into a dynamic walking state, and the
walking droplet generates a quasi-monochromatic wave field with the Faraday wavelength.
The wave decay time TM depends on the proximity to the Faraday threshold, specifically
TM = Td/(1 − γ /γF), where Td is the viscous decay in the absence of vibrational forcing
(Moláček & Bush 2013b). The memory parameter Me = TM/TF prescribes the number
of prior impacts relevant to the dynamics. In the absence of system rotation, the droplet
follows a rectilinear path at constant speed, u0. In the rotating frame, the droplet instead
executes anticyclonic inertial orbits with radius r0 and angular frequency ω.

A key notion in our study is that of orbital memory, MO
e , the ratio of the memory time

TM to the orbital period 2π/ω, which prescribes the extent to which the orbiting drop
interacts with its own wake (Oza et al. 2014a). When MO

e � 1, the pilot wave decays
over several orbital periods, the droplet interacts significantly with its own wake, and its
trajectory is strongly influenced by its history. It is in the regime of intermediate orbital
memory, MO

e ∼ O(1), that orbital instability first arises, and so will be a focus of our study.
When MO

e � 1, the droplet is unperturbed by its wake, and instability emerges in the form
of in-line speed oscillations that may arise for the rectilinear trajectory of a free walker
(Bacot et al. 2019; Hubert et al. 2019; Durey, Turton & Bush 2020b).

We root our discussion in the parameter regime explored by Harris & Bush (2014),
who used a fluid of density 949 kg m−3, kinematic viscosity 20 cSt, surface tension
0.0206 N m−1 and depth 4 mm, with vibrational frequency f = 80 Hz, and a droplet of
radius 0.4 mm whose free walking speed was approximately u0 = 11 mm s−1.

2.1. Governing equations
To model the horizontal motion of the walker, we utilise the stroboscopic trajectory
equation developed by Oza et al. (2013, 2014a), whereby the pilot-wave system is
time-averaged over one bouncing period, TF = 2/f (Moláček & Bush 2013b). The
droplet’s horizontal position xp(t) thus evolves over time t according to (Oza et al.
2013, 2014a,b):

mẍp + Dẋp = −mg ∇h(xp(t), t) − 2mΩ × ẋp. (2.1a)

The drop is propelled by the wave force −mg ∇h(xp(t), t), and also responds to the linear
drag force −Dẋp and the Coriolis force −2mΩ × ẋp. The accompanying pilot wave,

h(x, t) = A
TF

∫ t

−∞
J0(kF |x − xp(s)|) e−(t−s)/TM ds, (2.1b)
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Dimensionless parameters Definition

κ0 = m/(DTW ) Inertia-to-drag ratio
Ω̂ = 2mΩ/D Dimensionless rotation vector
μ = TW/TM Wave decay rate
Γ = (γ − γW )/(γF − γW ) Vibration parameter
r0 Orbital radius, normalised by k−1

F
ω Orbital angular frequency
ωorb = ω/μ Orbital memory parameter
β = μ/ω = ω−1

orb Inverse orbital memory parameter
U = r0ω Orbital speed
s Asymptotic complex growth rate of perturbations
S = Im(s) Destabilisation frequency
ξ = S/ω Destabilisation frequency relative to orbital frequency

Table 1. The dimensionless parameters appearing in the pilot-wave system (2.2) and subsequent analysis.

is modelled as a continuous superposition of axisymmetric waves of amplitude A centred
along the droplet’s path, decaying exponentially in time over the memory time scale TM .
The quasi-monochromatic form of the pilot-wave field imposes a geometric constraint
on the droplet’s motion whose effects are most pronounced at high memory, where the
Faraday waves are most persistent. The Faraday wavenumber, drag and wave amplitude
parameters, respectively kF, D and A, are defined in terms of physical quantities in
Appendix A.

We project the pilot wave onto the droplet’s path to yield an integro-differential
trajectory equation for the droplet (Oza et al. 2013) that may be expressed in dimensionless
variables as (Oza et al. 2014a; Oza, Rosales & Bush 2018)

κ0 ¨̂xp + ˙̂xp = 2
∫ t̂

−∞
J1(|x̂p(t̂) − x̂p(s)|)

|x̂p(t̂) − x̂p(s)|
(x̂p(t̂) − x̂p(s)) e−μ(t̂−s) ds − Ω̂ × ˙̂xp, (2.2)

where x̂p = kFxp, t̂ = t/TW , and TW =
√

2DTF/mgAk2
F is the memory time at the onset of

walking, γ = γW (Oza et al. 2013; Durey et al. 2020b). The dimensionless parameters μ =
TW/TM > 0 and κ0 = m/DTW describe the wave decay rate and the relative importance
of inertial and drag forces, respectively, and Ω̂ = 2mΩ/D = Ω̂ez is the dimensionless
rotation vector (see table 1).

We characterise the pilot-wave dynamics in terms of the dimensionless vibration
parameter Γ = (γ − γW)/(γF − γW) = 1 − μ (Bush 2015; Oza et al. 2018; Durey et al.
2020b), which increases with increasing path memory. We note that Γ = 0 corresponds
to the walking threshold in the absence of a Coriolis force (γ = γW ), while Γ = 1
corresponds to the Faraday threshold (γ = γF), and thus infinite path memory (Bush
2015). The experimental parameter regime of Harris & Bush (2014) corresponds to κ0 ≈
1.6. We note that typically, κ0 takes values in the range 0.8 � κ0 � 1.6 in the laboratory;
likewise, the dimensionless rotation rate Ω̂ is restricted to the interval 0 ≤ |Ω̂| � 1.3
(Harris & Bush 2014; Oza et al. 2014a, 2018). Henceforth, we thus treat κ0 and Ω̂ as O(1)

quantities, whose influence on the pilot-wave dynamics we characterise through systematic
asymptotic analysis.
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2.2. Orbital dynamics
We characterise orbits in terms of their radius r0 and angular frequency ω > 0. By omitting
hats and substituting xp(t) = r0(cos(ωt), sin(ωt)) into the trajectory equation (2.2), we
express the radial and tangential force balances as (Oza et al. 2014a)

−κ0r0ω
2 = 2

∫ ∞

0
J1

(
2r0 sin

(ωt
2

))
sin
(ωt

2

)
e−μt dt + Ωr0ω, (2.3a)

r0ω = 2
∫ ∞

0
J1

(
2r0 sin

(ωt
2

))
cos

(ωt
2

)
e−μt dt, (2.3b)

which may be solved for r0 and ω given κ0, μ and Ω .
In our dimensionless notation, a suitable proxy for the orbital memory MO

e is ωorb =
ω/μ, which is the ratio of the wave decay time scale μ−1 to the orbital time scale ω−1 ∼
r0/u0, where u0 is the steady walking speed in the absence of bath rotation (Oza et al.
2013; Durey et al. 2020b). The orbital speed U = r0ω typically remains close to the free
walking speed u0 and satisfies U <

√
2 for all parameter values (see § 4.1). As U depends

only weakly on the orbital radius at fixed memory, we note that ωorb = U/(r0μ) decreases
with increasing r0.

2.3. Orbital stability
In order to characterise the droplet’s response to perturbations from a circular orbit, we
apply linear stability analysis. Following the framework developed by Oza et al. (2014a),
we linearise the trajectory equation (2.2) about the orbital solution expressed by (2.3).
Specifically, we write

xp(t) = rp(t)
(
cos θp(t), sin θp(t)

)
, (2.4a)

where rp(t) and θp(t) are the time-varying radial and angular polar coordinates of the
droplet’s position, respectively. For a small perturbation from an orbital trajectory, we
consider solutions of the form

rp(t) = r0 + ε r1(t) and θp(t) = ωt + ε θ1(t), (2.4b)

where r0 and ω satisfy the orbital equations (2.3), and ε � 1 is a small parameter. We
substitute (2.4) into (2.2), retain terms to O(ε), and then take the Laplace transform of the
resultant linear equations. It follows that the perturbed trajectory’s asymptotic complex
growth rates s satisfy F(s) = 0, where

F(s) = A (s)D(s) + B(s)C (s), (2.5)

and the stability coefficients are defined (in a form equivalent to Oza et al. 2014a, 2018) as

A (s) = κ0(s2 − 2ω2) + μ + s − 2Ωω + C0(s) + I1(s) − 2I0(0), (2.6a)

B(s) = 2κ0ωs + Ωs − μ(κ0ω + Ω) − S0(s), (2.6b)

C (s) = 2κ0ωs + 2ω + Ωs + μ(κ0ω + Ω) − S0(s), (2.6c)

D(s) = κ0s2 + s − μ + C0(s) − I1(s). (2.6d)
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Of particular interest in our investigation are the integrals (defined for Re(s) > −μ and
any integer m ≥ 0)

Im(s) =
∫ ∞

0
J2m

(
2r0 sin

(ωt
2

))
e−(μ+s)t dt, (2.7a)

Cm(s) =
∫ ∞

0
J2m

(
2r0 sin

(ωt
2

))
cos(ωt) e−(μ+s)t dt, (2.7b)

Sm(s) =
∫ ∞

0
J2m

(
2r0 sin

(ωt
2

))
sin(ωt) e−(μ+s)t dt, (2.7c)

which encode the effects of memory on the stability problem, and present most of the
difficulty in solving the stability problem analytically. One important contribution of
our study is the exact analytical evaluation of the stability integrals (2.7) in terms of
Bessel functions of complex order. Specifically, we derive in Appendix B the closed-form
expression

Im(s) = π

ω
Jm+iη(r0) Jm−iη(r0) csch(πη), (2.8)

where η = (μ + s)/ω. Moreover, by representing cos(ωt) and sin(ωt) in terms of complex
exponential functions, we deduce that

Cm(s) = 1
2

(Im(s + iω) + Im(s − iω)) and Sm(s) = 1
2i

(Im(s − iω) − Im(s + iω)) ,

(2.9a,b)
which we use to derive similar closed form formulae for Cm and Sm. Using (2.8)–(2.9a,b),
we derive in Appendix B simplified expressions for each of the stability integrals appearing
in (2.6) in terms of products of Bessel functions of the first kind, Jν(r0), and their
derivatives J′

ν(r0), where the complex order ν takes values ν ∈ {±i(μ + s)/ω}. We then
utilise asymptotic expansions of each integral evaluation to characterise orbital instability
(§ 3).

Motivated by our exact analytical evaluation of the stability integrals, we seek to recast
the force balance equations (2.3) in a similar manner. To simplify our investigation, we
parametrise the orbital dynamics entirely in terms of the radius r0 (Oza 2014), thereby
effectively eliminating Ω from the stability problem. This elimination process is achieved
by first recasting the radial force balance (2.3a) as

Ω = −κ0ω − 2
r0ω

∫ ∞

0
J1

(
2r0 sin

(ωt
2

))
sin
(ωt

2

)
e−μt dt, (2.10)

where we observe that the integral in (2.10) may be expressed as

∫ ∞

0
J1

(
2r0 sin

(ωt
2

))
sin
(ωt

2

)
e−μt dt = −1

2
∂I0(0)

∂r0
. (2.11)
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By combining (2.10) and (2.11), we eliminate Ω in the stability coefficients (2.6), yielding

A (s) = κ0s2 − 2
r0

∂I0(0)

∂r0
− 2I0(0) + μ + s + C0(s) + I1(s), (2.12a)

B(s) = κ0ωs − μ − s
r0ω

∂I0(0)

∂r0
− S0(s), (2.12b)

C (s) = κ0ωs + 2ω + μ + s
r0ω

∂I0(0)

∂r0
− S0(s), (2.12c)

D(s) = κ0s2 + s − μ + C0(s) − I1(s). (2.12d)

Finally, we reduce the tangential force balance by integrating (2.3b) by parts, from which
it follows that the orbital speed U = r0ω satisfies (Oza et al. 2014a)

I0(0) = 1
μ

(
1 − r2

0ω
2

2

)
. (2.13)

For any given r0 > 0, the orbital stability problem may be expressed solely in terms of the
reduced tangential force balance (2.13) and the stability condition F(s) = 0, both of which
are defined in terms of the stability integrals (2.7).

The orbital solution is unstable if there are any roots s of F satisfying Re(s) > 0. By
denoting s∗ as the unstable root with largest real part, the instability is monotonic if
Im(s∗) = 0, and oscillatory otherwise. The stability function F has trivial eigenvalues at 0
and ±iω, corresponding to rotational and translational invariance of the orbital motion,
respectively (Oza et al. 2014a). It follows, therefore, that the non-trivial roots of the
stability problem satisfy G(s) = 0, where

G(s) = A (s)D(s) + B(s)C (s)
s(s2 + ω2)

. (2.14)

We apply the method of Delves & Lyness (1967) to find the roots of G in the domain
over which G is analytic, i.e. Re(s) > −μ. To ascertain whether a particular orbital state
is stable or unstable, typically we utilise a rectangular integration contour spanning the
domain Re(s) ∈ [0, 20] and Im(s) ∈ [0, 5], which we find to be sufficient for identifying
all roots with a positive real part across the experimentally based parameter regime
considered in this study (0 ≤ Γ ≤ 0.99). This approach differs from that of Oza et al.
(2018), who instead applied the methodology of Delves & Lyness (1967) to F, integrating
F′/F over a deformed contour specifically chosen to avoid the trivial zeros at s = 0 and
s = ±iω. The method presented here instead removes the singularities analytically, thereby
avoiding contour deformations near the trivial zeros of F; however, local Taylor series
approximations are necessary to avoid numerical difficulties arising sufficiently close to
the removable singularities of G.

In figure 2(a), we follow Oza et al. (2014a, 2018) in presenting the dependence of
the orbital radius on the bath rotation rate for Γ = 0.8. In figure 2(b), we summarise
the stability behaviour for all Γ . As path memory is increased progressively, stable
circular orbits (blue) destabilise via either a monotonic (red, see figure 1c) or oscillatory
(green, see figure 1d) instability mechanism. Associated monotonic (red) and oscillatory
(green) instability ‘tongues’ emerge in the stability diagram, with the tip of each tongue
corresponding to the onset of a new instability. The blue regions between the instability
tongues correspond to regions of orbital quantisation. Notably, as memory is increased
beyond the tip of an oscillatory instability tongue, the orbital instability typically manifests

973 A4-9

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

74
2 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2023.742


N. Liu, M. Durey and J.W.M. Bush

6

5

4

3

2

1

0 0.5 1.0 1.5 2.0 2.5 3.0

0.9

0.8

0.7

0.6

0.5
0 1 2 3 4 5 6

r0/λF

r 0
/λ
F

Γ

2|Ω|λF/u0

(a) (b)

Figure 2. Orbital stability and the onset of quantisation for κ0 = 1.6, where κ0 = m/(DTW ) is the inertial
coefficient appearing in (2.2). (a) The dependence of orbital radius on bath rotation rate for Γ = 0.8, where
Γ = (γ − γW )/(γF − γW ) is the dimensionless vibration parameter. (b) The delineation of orbital stability for
any given radius and memory. The stability boundary is highlighted in white, and the yellow line at Γ = 0.8
corresponds to the curve in (a). In both plots, stable orbital states are indicated in blue, while oscillatory and
monotonic instabilities are highlighted in green and red, respectively. We note that in (b), the instability tongues
alternate between monotonic and wobbling as the orbital radius is increased progressively. The cyan dots in
the red and green regions denote the parameters corresponding to the monotonic and wobbling trajectories
presented in figures 1(c,d). The pink curve denotes an instability related to in-line speed oscillations of the
order of the Faraday wavelength (Durey et al. 2020b), which is subdominant for r0/λF � 4, and truncates the
instability tongues for r0/λF � 4.

as a wobbling orbit, in which the orbital centre remains approximately constant, but the
radius of curvature exhibits small-amplitude oscillations with a frequency approximately
twice that of the orbital frequency, as reported in the experiments of Harris & Bush (2014)
and the numerical simulations of Oza et al. (2014b) (see figure 1d). Furthermore, the
instability tongues appear to have a periodic structure, with the critical memory increasing
with increasing orbital radius. We observe that the monotonic and wobbling instability
tongues are nested, with monotonic instability tongues forming at lower memory than the
neighbouring wobbling instability tongues.

2.4. The onset of instability: asymptotic scaling relationships
Although the stability integrals (2.7) may be evaluated analytically (see (2.8)–(2.9a,b)),
the purpose of this subsection is to motivate the asymptotic scaling relationships arising
near the tip of each instability tongue. In particular, we determine the main contributions
to each stability integral arising along a stability boundary (s = iS with S real) for large
orbital radius (r0 � 1), for which each integrand is highly oscillatory. Using (2.9a,b) to
express Cm and Sm in terms of Im, we henceforth focus our attention on the study of Im.
Furthermore, by recognising that Im is a Laplace transform of a periodic function, we
reduce the integral (2.7a) to

Im(iS) = Lm(ξ)

ω
(
1 − e−2π(β+iξ)

) , where Lm(ξ) =
∫ 2π

0
J2m

(
2r0 sin

(
θ

2

))
e−(β+iξ)θ dθ.

(2.15)
Here, β = μ/ω is the inverse orbital memory, and ξ = S/ω is the scaled destabilisation
frequency (see table 1). Based on experimental and numerical observations of monotonic
and wobbling instabilities (Harris & Bush 2014; Oza et al. 2014b), we assume henceforth
that the destabilisation frequency is comparable to the orbital frequency (i.e. ξ = O(1)).
Notably, our analysis does not account for the instability associated with in-line speed
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The onset of orbital instability

oscillations arising at larger orbital radii (denoted by the pink curve in figure 2b), for which
S ∼ U, or ξ ∼ r0 (Durey et al. 2020b). Finally, by writing β = μr0/U and noting that μ

at the tip of successive wobbling (or successive monotonic) instability tongues decreases
with increasing orbital radius (see figure 2b), we deduce that the magnitude of β is at
most of O(r0) when the orbital radius is large (since U = O(1) for all orbital radii). Our
analysis in this subsection determines the precise scaling relationship between β and r0,
namely β = O(ln r0), where ln denotes the natural logarithm.

Before proceeding with the asymptotic expansions, we provide a physical interpretation
for the integral Lm(ξ). The argument 2r0 sin(θ/2) ≥ 0 is the length of the chord spanning
two points lying an angle θ apart on a circle of radius r0. This distance reflects the influence
of the droplet’s path memory on the evolution of the perturbed trajectory, where the extent
of the path memory is controlled by the damping rate β > 0. Notably, e−πβ is the wave
damping factor over half an orbital period, which accounts for the contribution of waves
generated when the droplet was last diametrically opposite its current position; likewise,
e−2πβ determines the wave damping factor over a complete orbital period. Finally, the
factor e−iξθ accounts for oscillations in the perturbed droplet trajectory. For large r0, the
integrand of Lm(ξ) is generally highly oscillatory, with dominant contributions arising
over non-oscillatory intervals centred about critical points; these critical points are either
internal points of stationary phase, or boundary points arising when the argument of J2m
vanishes, i.e. at θ = 0 and θ = 2π (Bleistein & Handelsman 1975). The internal points
of stationary phase arise when the argument of the Bessel function is stationary, i.e. at
θ = π. We now proceed to determine the magnitude of the contribution made by each
critical point.

We first examine the contributions to Lm arising about θ = 0 and θ = 2π, which we
denote by Lm,0 and Lm,2π, respectively. We derive in Appendix C the leading-order
contribution Lm,0 = O(r−1

0 ), which is valid when ξ = O(1) and β is of maximum size
O(r0); both of these conditions are met near the tip of each instability tongue. Using
the structure of the integrand of Lm(ξ), we determine similarly that the leading-order
contribution about θ = 2π satisfies Lm,2π(ξ) = e−2π(β+iξ)Lm,0(ξ); thus the relative size
of Lm,0(ξ) and Lm,2π(ξ) is controlled by the orbital damping factor e−2πβ . Finally, we
use the method of stationary phase (see Appendix C) to determine that the interior point
contribution to Lm at π has magnitude

Lm,π = O
(

e−πβ

r0

)
. (2.16)

The relative weight of the integral contributions about θ = 0, π and 2π seemingly
decreases consecutively by a factor e−πβ . However, the contribution about θ = π becomes
significant when eπβ scales algebraically with r0, corresponding to a strong influence
of the waves generated diametrically opposite the droplet’s current position, as is
characteristic of high orbital memory (Fort et al. 2010). Indeed, as is evident in figure 3,
the tips of each instability tongue, both monotonic (red line) and oscillatory (green line),
satisfy the asymptotic scaling relationship eπβ = O(r2

0), which motivates the asymptotic
scaling relationships utilised in the forthcoming analysis (§ 3). In fact, we observe that
each instability tongue is bounded above in memory by either the oscillatory instability
threshold satisfying eπβ = O(r0) (gold dashed line), or the in-line speed oscillation
instability threshold (purple dashed line) arising for free walkers (Bacot et al. 2019; Hubert
et al. 2019; Durey et al. 2020b). Detailing the latter instability (denoted by the pink curve
in figure 2b), which manifests as in-line speed oscillations along the circular orbit with
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100.5 101.0 101.5

r0kF

e–πβ

O(r0
–1)

O(r0
–2)

O(r0
–2)

Figure 3. Envelopes of the stability boundary, the scalings of which are deduced from our stationary phase
analysis (see § 2.4). The blue curve corresponds to the white stability boundary in figure 2(b). The green and red
lines correspond to the wobbling and monotonic instability envelopes. The gold and purple dashed lines denote
the upper bounds on the existence of stable circular orbits, corresponding to the transition from wobbling to
monotonic instabilities, and the onset of in-line speed oscillations (pink curve in figure 2b), respectively. The
half-orbit wave damping factor e−πβ scales as (r0kF)−2 for the green and red lines, and as (r0kF)−1 for the
gold line.

amplitudes of the order of the Faraday wavelength, and arises for orbits so large as to be
inaccessible within the laboratory, will be the subject of a future investigation.

3. The onset of instability

In figure 4, we compare the scaled destabilisation frequency ξ = S/ω, computed along
the stability boundary for the first wobbling instability tongue (see figure 2b), to that of
nonlinear wobbling states arising just beyond the instability threshold (see figure 1d), as
reported in the experimental study of Harris & Bush (2014) and the numerical simulations
of Oza et al. (2014b). The nonlinear wobbling frequency remains close to that predicted
by the linear stability analysis, with the two coinciding in the small-wobbling-amplitude
limit. Furthermore, both frequencies remain close to twice the orbital frequency, which
serves to further motivate our analysis of resonant wobbling instabilities. We proceed
to elucidate these observations by means of systematic asymptotic analysis performed
along the stability boundary. Our analysis will also rationalise the quasi-periodicity and
envelopes of the instability tongues, and the influence of the inertial coefficient κ0 on
orbital stability.

We characterise the onset and form of each instability tongue using asymptotic
analysis valid when r0 � 1. For wobbling instabilities, the destabilisation frequency
S is comparable to the orbital frequency ω; thus we assume that the dimensionless
wobbling frequency is ξ = S/ω = O(1). Moreover, the dimensionless orbital speed U =
r0ω typically remains close to the free walking speed u0 = O(1) (Durey et al. 2020b).
We thus replace ω with U/r0 in the stability equations (2.12) and tangential force balance
(2.13), and henceforth assume U = O(1). The dependence of the orbital memory ωorb
on the orbital radius is more subtle. As motivated in § 2.4 and evidenced in figure 3,
the tip of each instability tongue is characterised by the scaling relationship eπβ =
O(r2

0) (where β = ω−1
orb), which represents the key dominant balance underpinning our

asymptotic analysis. Notably, this dominant balance implies that the orbital memory
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2.4
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2.0
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1.0 1.5 2.0 2.5

ξ

2|Ω|λF/u0

Figure 4. The dependence of the ratio of the wobbling frequency to the orbital frequency ξ on the bath
rotation rate Ω , just beyond the onset of instability for the first wobbling tongue in figure 2(b). Data indicating
the wobbling frequencies are reported in the experimental study of Harris & Bush (2014, figure 7b) (red
squares, 0.961 ≤ γ /γF ≤ 0.978) and the numerical simulations of Oza et al. (2014b, figures 2c,d) (black
triangles, 0.952 ≤ γ /γF ≤ 0.967), corresponding to κ0 = 1.6, where κ0 = m/DTW . The blue curve indicates
our prediction for the wobbling frequency along the stability boundary (white curve in figure 2b), corresponding
to the small-wobbling-amplitude limit.

generally decreases with increasing orbital radius, such that ωorb ∼ (ln(r0))
−1 when

r0 � 1.

3.1. Asymptotic expansion
We proceed by using the asymptotic expansions of the integrals in (2.12) to identify the
imaginary roots of the stability function G defined in (2.14) when r0 � 1. Specifically,
we seek the roots that minimise the critical memory of instability, which arise along the
stability boundary in figure 2(b). We utilise asymptotic expansions for the closed-form
expressions of the stability integrals (see Appendix B), which involve Bessel functions
Jν(r0) of the first kind with complex order ν, and their derivatives with respect to argument
J′
ν(r0) (see (B7)). As the complex order takes values ν ∈ {±iβ, ±i(β ± iξ)} along the

stability boundary, where β = O(ln(r0)) and ξ = O(1) for r0 � 1, the argument of each
Bessel function is asymptotically large relative to its order. We may thus expand each of the
stability coefficients in (2.12) when r0 � 1, utilising the dominant balance eπβ = O(r2

0),
with details presented in Appendix D. Likewise, we use the large-argument expansions of
the Bessel functions, valid when β = O(ln(r0)) � √

r0, to deduce that

U2 = 2
(

1 − β

r0

)
+ O

(
1
r3

0

)
, (3.1)

which will be utilised throughout the following analysis.
As our aim is to identify the imaginary roots of the equation G(s) = 0, we proceed

by substituting the asymptotic approximations expressed in (D2) into (2.14). Moreover,
we determine the orbital speed U, scaled destabilisation frequency ξ , and inverse orbital
memory β, by means of an asymptotic expansion in terms of the small parameter r−1

0 ,
namely

U = U0 + U1

r0
+ O

(
1
r2

0

)
, ξ = ξ0 + ξ1

r0
+ O

(
1
r2

0

)
, β = β0 + β1

r0
+ O

(
1
r2

0

)
.

(3.2a–c)
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In § 3.2, we present the solution to the leading-order problem, for which we demonstrate
systematically that ξ = 2 + O(r−2

0 ) at the tip of each wobbling instability tongue,
corresponding to a wobbling instability with wobbling angular frequency 2ω, the so-called
2-wobble (Harris & Bush 2014; Oza et al. 2014b; see figure 2) and find the critical memory
for wobbling and monotonic instabilities. To determine how the scaled destabilisation
frequency varies away from the tip of each wobbling instability tongue, we extend the
asymptotic procedure to incorporate higher-order corrections in § 3.3.

3.2. Leading-order solution
We proceed to determine the leading-order solution, corresponding to the values of U0,
ξ0 and β0. By using the asymptotic relationship D = iξC + O(r−3

0 ) deduced in (D2), we
find that the stability condition (2.14) satisfies

C (iξA + B)

iξ(ξ2 − 1)
= O

(
1
r4

0

)
, (3.3)

whereupon substituting the leading-order expressions for A , B, U, ξ and β from (D2)
and (3.2a–c) results in

C

U0

[
2 sin(2r0)

ξ2
0 − 1

(csch(π(β0 + iξ0)) + csch(πβ0)) + κ0U3
0 + 1

r2
0

]
= O

(
1
r3

0

)
. (3.4)

As C = 2U0/r0 + O(r−2
0 ) is non-zero to leading order (see (D2)), the leading-order

solution to (3.4) may be found by setting the term in square brackets equal to zero.
Furthermore, the imaginary part of (3.4) can be satisfied only when the destabilisation
frequency ξ0 is an integer, whose possible values will be the focus of the remainder of
this subsection. We proceed to eliminate possible integer values for ξ0 by looking for the
solutions to the stability problem that occur at the highest possible value of β0, as these
solutions correspond to the instabilities arising at lowest memory for a given orbital radius.
Our analysis will show that only two solutions are possible: (i) ξ0 = 0, corresponding to a
monotonic instability; and (ii) ξ0 = 2, corresponding to a 2ω instability.

To explore the possibility of ξ0 being odd, we first consider the limit ξ0 → 1 in (3.4).
By applying L’Hôpital’s rule, we find that the leading-order stability condition reduces to

1 + κ0U3
0 + iπr2

0 sin(2r0) coth(πβ0) csch(πβ0) = 0. (3.5)

As the real parts cannot be balanced (since U0 > 0), there are no solutions to this equation.
Similarly, if ξ0 were odd and not equal to 1, the leading-order stability condition (3.4)
would become

1 + κ0U3
0 = 0, (3.6)

which is also impossible to satisfy. We thus conclude that ξ0 cannot be odd, meaning that
the destabilisation frequency must be an even multiple of the orbital frequency.

To explore the possible even values of ξ0, we denote ξ0 = 2n (where n is an integer)
and use the approximation sinh(x) ≈ cosh(x) ≈ 1

2 ex for x � 1; as such, the leading-order
stability condition (3.4) reduces to

eπβ0 = 8r2
0 sin(2r0)

(1 − 4n2)(1 + κ0U3
0)

. (3.7)

To be consistent with the assumed scaling of eπβ0 = O(r2
0), we require sin(2r0) = O(1).

As sin(2r0) can be either positive or negative, the lowest memory (or largest β0) condition
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requires maximising the magnitude of the right-hand side of (3.7). In the case n = 0, we
have a monotonic instability: by noting that U0 = √

2 from (3.1) and (3.2a–c), we thus
arrive at the monotonic stability boundary

μmon =
√

2
πr0

ln

(
8r2

0 sin(2r0)

1 + 2
√

2κ0

)
, (3.8)

which is valid when sin(2r0) > 0 and sin(2r0) = O(1). For the case n /= 0, we observe
that 1 − 4n2 < 0; we thus deduce the requirement sin(2r0) < 0. The magnitude of the
right-hand side of (3.7) is then minimised at n = 1, which corresponds to ξ = 2, or s =
2iω. We have thus demonstrated that the destabilisation frequency along wobbling stability
boundaries is approximately twice the orbital angular frequency. By substituting n = 1
into (3.7) and rearranging, we deduce that the corresponding critical wave decay rate for a
wobbling instability is

μwob =
√

2
πr0

ln

(
− 8r2

0 sin(2r0)

3(1 + 2
√

2κ0)

)
, (3.9)

which is valid when sin(2r0) < 0 and sin(2r0) = O(1).
The asymptotic expressions (3.8)–(3.9) for the instability memory give rise to

alternation between wobbling (sin(2r0) < 0) and monotonic (sin(2r0) > 0) instabilities
with increasing orbital radius. In addition, μmon and μwob are maximised (corresponding
to the tip of each instability tongue) when, to leading order for large orbital radius,
sin(2r0) = 1 and sin(2r0) = −1, respectively. These extrema thus determine the wobbling
and monotonic envelopes

μenv
wob =

√
2

πr0
ln

(
8r2

0

3(2
√

2κ0 + 1)

)
and μenv

mon =
√

2
πr0

ln

(
8r2

0

2
√

2κ0 + 1

)
, (3.10a,b)

which are represented in figure 5(a) by the green and red dashed curves, respectively.
Notably, increasing κ0 increases the critical memory of wobbling and monotonic
instabilities. Furthermore, since μenv

mon − μenv
wob = √

2 ln(3)/(πr0) > 0, we conclude that
the envelope of the monotonic instabilities arises at a lower memory than that of wobbling
instabilities, as evident from the red and green lines in figure 3.

3.3. First-order wobbling and monotonic solutions
The leading-order analysis presented in § 3.2 determined approximations for the wobbling
frequency and the critical memory at onset of instability, from which we deduced the
most unstable orbital radii. However, the leading-order analysis did not provide insight
into the behaviour of the instability frequency along each wobbling tongue, specifically the
extent to which wobbling instabilities are approximated by a 2-wobble. So as to investigate
this behaviour and so determine U1, ξ1 and β1, we proceed to solve the tangential force
balance and the stability problem in (3.1) and (3.3) to next order by using the expansions
in (3.2a–c). The expanded tangential force balance (D2) shows that U1 = −β0/U0. By
substituting into the stability condition iξA + B = 0, using (D2) and (3.2a–c), retaining
next-order terms and solving for the real and imaginary parts, we deduce that wobbling
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Figure 5. Comparison of the numerical solution and asymptotic approximations to the wobbling and
monotonic stability boundaries. (a,b) The critical dimensionless vibration parameter at onset, Γ = (γ −
γW )/(γF − γW ), and (c,d) the instability frequency relative to the orbital frequency, ξ = S/ω, for κ0 = 1.6.
We compare the numerical solution (grey) with (a,c) the leading-order ((3.8)–(3.9)) and (b,d) the first-order
((3.10a,b)–(3.12)) asymptotic results. (a,b) The critical memory compared to the asymptotic wobbling (green)
and monotonic (red) instability boundaries. In (a), the leading-order envelopes (3.10a,b) are denoted by dashed
curves. (c,d) The critical wobbling frequency and its asymptotic counterpart (orange). All the asymptotic results
presented in (a–d) are valid when sin(2kFr0) = O(1), kFr0 is large, and ξ = 0 (monotonic instabilities) or
ξ ≈ 2 (2-wobbles). Discontinuities in the grey curves (c,d) reflect transitions between monotonic (ξ = 0) and
wobbling (ξ ≈ 2) instabilities.

instabilities (ξ0 /= 0) have the first-order correction

ξ1 = −4β0

π
cot(2r0) and β1 = 3

√
2κ0β0

π(2
√

2κ0 + 1)
+
(

64β0 + 27π

12π2 − β2
0

π

)
cot(2r0).

(3.11a,b)
Similarly, for the monotonic instability (ξ0 = 0), one may deduce that ξ1 = 0 and

β1 = 3
√

2κ0β0

π(2
√

2κ0 + 1)
+
(

2πβ0 + 1
4π

− β2
0

π

)
cot(2r0). (3.12)

We recall that the asymptotic solution is valid when sin(2r0) = O(1). Notably, ξ1 vanishes
for wobbling instabilities when cos(2r0) = 0, corresponding to s = iω(2 + O(r−2

0 )) at the
most unstable orbital radii (see § 3.2). Wobbling instabilities are thus driven by a resonance
between the destabilisation frequency and the orbital frequency, with a larger critical
memory necessary to destabilise orbits whose instability frequency deviates from twice
the orbital frequency.
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3.4. Comparison to the numerical instability tongues
To buttress our asymptotic developments, we compare the numerically deduced instability
tongues to our asymptotic formulae in figure 5, with leading-order results presented in
figures 5(a,c) and first-order corrections in figures 5(b,d). Notably, our asymptotic results
are valid when r0 � 1, sin(2r0) = O(1) and either ξ = 0 (corresponding to monotonic
instabilities) or ξ ≈ 2 (corresponding to wobbling instabilities). Despite these restrictions,
the leading-order memory captures the main features of the stability tongues, and the
asymptotic instability frequency closely matches the numerical behaviour for ξ = 0 or
ξ ≈ 2. The success of our asymptotic results even for orbits of moderate radius is rooted
in the choice of expansion parameter, namely kFr0 in dimensional variables, which is
assumed to be large. We note that all orbits presented in figure 5 satisfy kFr0 ≥ 2π
(or r0/λF ≥ 1), which is evidently sufficiently large for our asymptotic results to yield
reasonable agreement. Finally, we note that a similarly favourable agreement between our
asymptotic and numerical results was obtained across a wide range of κ0 values, including
for those inaccessible in the laboratory (see § 4.1).

In summary, our asymptotic results explain the preponderance of 2-wobbles, with an
exact resonance arising at the most unstable radius of each wobbling instability tongue.
Moreover, we quantify the detuning from an exact resonance and the corresponding
increase in the critical memory for nearby orbital radii. Finally, our asymptotic results
demonstrate that the instability tongues alternate between wobbling and monotonic
instabilities as the orbital radius is increased progressively, with the envelope of the
monotonic instabilities arising at a memory lower than that of wobbling instabilities
(figure 3).

4. Physical interpretations of the wobbling and monotonic instability tongues

Having established concise asymptotic formulae describing the onset of wobbling and
monotonic instabilities, we now deepen our physical understanding by comparing the
efficacy of different heuristic arguments for the critical radii at the onset of instability.
Specifically, we first compare the predictions of several energy-based heuristics suggested
in prior investigations to those of our numerical and asymptotic results (§ 4.1). We then
propose a new heuristic based on the form of the mean pilot wave (§ 4.2), which we show
to be more fruitful than prior heuristics.

4.1. Energy-like heuristics
The hydrodynamic pilot-wave system is a driven-dissipative system: energy is supplied
by the system vibration and ultimately lost through viscous dissipation. Nevertheless,
quasi-steady and periodic dynamical states arise in which the energy input precisely
balances that lost through dissipation, and energy is exchanged primarily between the
bouncing drop and the Faraday wave field excited by its impact (Moláček & Bush 2013a,b).
For inviscid gravity-capillary waves, kinetic energy is exchanged with gravitational
potential and surface energies. For our investigation, it thus suffices to characterise the
system energetics in terms of the wave energy, which is computed readily from our model.

Owing to the slow spatial decay of the walker wave field (2.1b), the standard wave
energy integral diverges when integrating over the plane. Instead, we adopt the notion of
wave intensity E, as coined by Hubert et al. (2022), which acts as a suitable proxy for the
sum of the wave field gravitational potential and surface energies. In dimensional units,

973 A4-17

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

74
2 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2023.742


N. Liu, M. Durey and J.W.M. Bush

we thus define

E = lim
R→∞

1
R

[∫
|x|≤R

1
2
ρgh2 dx +

∫
|x|≤R

σ

(√
1 + |∇h|2 − 1

)
dx
]

, (4.1)

where σ and ρ are the fluid surface tension coefficient and density, respectively, and E
has units of energy per unit length. For small wave slope, we henceforth approximate
the bracketed term in the second integral by 1

2 |∇h|2 (see Appendix E). By applying
the divergence theorem to the surface energy contribution and exploiting the fact that
the wave field is monochromatic with wavenumber kF, we demonstrate in § E.1 that the
contributions from gravitational and surface energies are proportional to each other, and
(4.1) reduces to

E = (ρg + σk2
F) lim

R→∞
1

2R

∫
|x|≤R

h2(x, t) dx, (4.2)

an expression proportional to that obtained by Labousse et al. (2016b) and Hubert et al.
(2022), who neglected the contribution of surface tension.

To analyse the wave intensity, we transform (4.2) to dimensionless variables by
defining ĥ = h/h0 and Ê = E/E0, where h0 = ATW/TF and E0 = h2

0k−1
F (ρg + σk2

F) are
the characteristic wave height and intensity. By once again taking k−1

F and TW as the units
of length and time (see § 2.1), we define the dimensionless wave intensity by

Ê = lim
R→∞

1
2R

∫
|x|≤R

ĥ2(x, t) dx, (4.3)

where

ĥ(x, t) =
∫ t

−∞
J0(|x − xp(s)|) e−μ(t−s) ds (4.4)

is the dimensionless form of the pilot wave.
For circular orbital motion, the dimensionless wave intensity takes the remarkably

simple form (see § E.2)

Ê = 1
μ
I0(0), (4.5)

where I0(0) (defined in (2.7a)) is the amplitude of the wave field beneath the droplet
(Durey & Bush 2021). Since the wave intensity and droplet gravitational potential energy
are proportional to each other for orbital motion, either quantity serves equally well as a
diagnostic measure of orbital stability. We may now use the tangential force balance (2.13)
to deduce that the orbital wave intensity (4.5) reduces to

Ê = 1
μ2

(
1 − U2

2

)
, (4.6)

where U = r0ω is the orbital speed. For fixed wave decay rate μ, we conclude that the wave
intensity is smaller for faster orbiters. Moreover, the transition from stationary bouncing
(U = 0) to orbiting (U > 0) serves to decrease the wave energy, as does the transition from
bouncing to rectilinear walking (Durey & Milewski 2017). Finally, combining the bound
Ê > 0 with (4.6) supplies the upper bound on the orbital speed noted in § 2.2, namely
U <

√
2.

To explore the connection between wave intensity (or, equivalently, droplet gravitational
potential energy) and orbital stability, we present the dependence of the wave intensity on
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Figure 6. The dependence of the wave intensity E (see (4.6)), relative to that of a walker, EW , on the orbital
radius for κ0 = 1.6 and Γ values (a) 0.7, (b) 0.75, (c) 0.8, and (d) 0.85. The colour scheme is the same as in
figure 2. The onsets of monotonic and wobbling instabilities are correlated with, respectively, the local maxima
and minima of the wave intensity E.

the orbital radius in figure 6. As the wave decay rate μ is decreased, we observe that
all monotonic instabilities arise in the vicinity of radii that maximise the wave intensity,
while wobbling instabilities generally arise close to the orbital radii that minimise the
wave intensity. (We note that the other wobbling instabilities appear as side bands to the
first monotonic instability tongue; see figure 2(b).) This correlation is thus indicative of
an underlying orbital energy principle, according to which the magnitude of the wave
intensity prescribes the stability of the corresponding circular orbit (Durey 2018). To test
this hypothesis, we present in figure 7 the orbital radius arising at the tip of each of the first
four wobbling (green curves) and monotonic (red curves) instability tongues, i.e. the radii
that locally minimise Γ along the stability boundary (the white curve in figure 2b). For
each critical value of Γ (or μ = 1 − Γ ), we compare the corresponding critical orbital
radius to the extrema of the wave field intensity (blue curves), confirming our observation
that maxima and minima of E correspond approximately to the tips of the monotonic and
wobbling instability tongues, respectively, with the agreement improving for larger orbital
radius.

To further assess the utility of different energy-based heuristics, we also compare the
critical radii to the zeros of J0(r0), J1(r0) and J2(r0), as suggested by Labousse et al.
(2016a). As presented in figure 7, the monotonic instabilities appear at radii slightly
smaller than the zeros of J1(r0), while the wobbling instabilities typically align closely
with the zeros of J2(r0). We note, however, that the critical radii exhibit a weak dependence
on κ0 that is not captured by the zeros of Bessel functions. On the other hand, the zeros
of J1(r0) approach the radii satisfying sin(2r0) = 1 for larger orbital radius, consistent
with our asymptotic analysis of the monotonic instability (§ 3.2). Likewise, the zeros of
J0(r0) and J2(r0) both approach the radii satisfying sin(2r0) = −1, in agreement with our
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Figure 7. The dependence of the critical orbital radius on the inertia-to-drag ratio, κ0 = m/DTW , for (a–d)
monotonic (red) and (e–h) wobbling (green) instabilities. Each plot corresponds to a different instability
tongue in figure 2(b), with radius increasing from left to right. We compare the critical radii of monotonic and
wobbling instabilities to those that maximise and minimise the wave intensity ((4.5), blue) and the derivative
of the mean wave force (orange, § 4.2), respectively. We also compare the critical radii with those predicted
by the asymptotic formulae for monotonic ((3.8) and (3.12)) and wobbling ((3.9) and (3.10a,b)) instabilities
(purple). The black horizontal lines correspond to zeros of J0(kFr0) (dotted), J1(kFr0) (dashed) and J2(kFr0)

(dot-dashed), whose relation to orbital stability was noted by Labousse et al. (2016a). With increasing orbital
radius, the range of each vertical axis narrows, reflecting the improved prediction of each heuristic.

analysis of wobbling instabilities (§ 3.2). We thus rationalise the Labousse et al. (2016a)
conjecture that the zeros of Bessel functions are likely to identify the loci of the most
unstable orbital radii.

Finally, we compare the critical orbital radii of the numerically computed stability
boundary with our asymptotic formulae derived in §§ 3.2 and 3.3. Specifically, we
minimise numerically the first-order solutions, corresponding to the combination of (3.8)
and (3.12) for the monotonic instability tongues (figures 7a–d), and (3.9) and (3.10a,b) for
the wobbling instability tongues (figures 7e–h). Our asymptotic results appear as purple
curves in figure 7, and agree favourably with the critical radii of the numerical stability
boundary, generally capturing the correct trend with increasing κ0, and satisfying the
anticipated O(r−2

0 ) convergence as the orbital radius is increased. One limitation of this
approach, however, is the absence of a local minimum for the first wobbling tongue when
using the first-order correction (3.10a,b) (owing to the parasitic influence of the cot(2r0)
term). Instead, we compare the critical radius in this case to that computed from the
leading-order solution given in (3.9), which explains the larger discrepancy in figure 7(e).
Nevertheless, our large-radius asymptotic results work surprisingly well in this case, where
the orbital radius is relatively small.

In summary, we find that the simple heuristic criteria for the critical orbital radii are
moderately successful, with the agreement improving for larger orbital radius. The zeros
of Bessel functions generally give better agreement with the numerical results than the
extrema of the wave intensity, or, equivalently, the droplet’s gravitational potential energy.
Notably, incorporating the droplet’s kinetic energy within this latter heuristic does not
affect the critical orbital radii significantly, with the resultant curves generally being
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The onset of orbital instability

indistinguishable from the blue curves in figure 7. Finally, these heuristic arguments are
limited by their inability to predict the critical memory at the onset of instability and
to capture the dependence of the critical radii on κ0. Both quantities may be computed
accurately using our asymptotic framework.

4.2. The mean wave field
Although the zeros of J1(r0) and J2(r0) provide satisfactory agreement with the numerical
results for the tip of each instability tongue (Labousse et al. 2016a), this heuristic does
not provide a rationale for the type of instability. We proceed to develop a new dynamic
rationale that is asymptotically equivalent to the heuristic of Labousse et al. (2016a), yet
explains the alternation between monotonic and wobbling instabilities with increasing
orbital radius evident in figure 2(b).

We proceed by developing a dynamical interpretation of orbital instability in terms of
the force applied by the mean wave field, specifically that averaged over one orbital period.
One may decompose the orbital wave field into a continually evolving, non-axisymmetric
component that serves to propel the droplet at a constant horizontal speed (Bush, Oza &
Moláček 2014; Labousse & Perrard 2014), and a static axisymmetric component (the mean
wave field) that imparts either an inward or outward radial force to the droplet (Labousse
et al. 2014; Durey et al. 2018). We note that a similar decomposition of the wave field
applies when considering small perturbations from orbital motion, for which the mean
wave field may now be regarded as a quasi-static potential. Notably, Perrard et al. (2014b)
used this potential to determine the radii of quantised circular orbits; in contrast, we use
this potential to explain the onset of orbital instability.

The dimensionless axisymmetric mean wave field h̄(r) accompanying a droplet
executing a circular orbit of radius r0 about the origin is given by (Perrard et al. 2014b;
Tambasco & Bush 2018)

h̄(r) = 1
μ

J0(r0) J0(r). (4.7)

We thus deduce that the dimensionless radial wave force

F(r0) = −2
dh̄
dr

∣∣∣∣
r=r0

(4.8)

applied by the mean wave field along the droplet’s trajectory is

F(r0) = 2
μ

J0(r0) J1(r0) = −2 cos(2r0)

μπr0
+ O

(
1
r2

0

)
, (4.9)

with derivative

F ′(r0) = 4 sin(2r0)

μπr0
+ O

(
1
r2

0

)
. (4.10)

As shown in § 3.1, wobbling instabilities occur when sin(2r0) < 0, whereas monotonic
instabilities occur when sin(2r0) > 0. Equation (4.10) suggests that for sufficiently large
r0, the type of instability exhibited by increasing the memory at constant r0 is thus
related to the derivative of the mean wave force. Specifically, if F ′(r0) < 0, then the
corresponding circular orbit destabilises via a wobbling instability. Conversely, if F ′(r0) >

0, then the circular orbit destabilises via a monotonic instability.
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Figure 8. Schematic representation of orbital instability in terms of the mean wave force. We present the
dependence of 1

2 μF(r0) = J0(kFr0) J1(kFr0), which is proportional to the mean wave force, on the orbital
radius for κ0 = 1.6. The curve is colour-coded according to the type of instability arising along the stability
boundary (white curve in figure 2b). Along green and red portions of the curve, the mean wave field acts like
an attractive and repulsive spring, respectively, giving rise to wobbling and monotonic instabilities. The sign of
the mean wave force is denoted by arrows, and its slope is maximised and minimised at the yellow and purple
squares, respectively.

This correlation between the sign of F ′(r0) and the form of instability can be interpreted
physically through consideration of figure 8. As in our linear stability analysis (§ 2.3),
we posit that the instantaneous orbital radius rp(t) has the form rp(t) = r0 + ε r1(t),
where 0 < ε � 1 is a small parameter, and r1(t) denotes the perturbation to the orbital
radius. It follows that the force exerted by the mean wave field may be approximated
by F(rp) ≈ F(r0) + ε r1F ′(r0); thus the direction and magnitude of the perturbed wave
force is prescribed by F ′(r0). When F ′(r0) > 0, an outward radial perturbation (r1 > 0)
results in an increase in the outward force that drives the droplet away from equilibrium.
Similarly, an inward perturbation (r1 < 0) decreases the outward force. When F ′(r0) > 0,
we may thus regard the mean wave force as a repulsive spring force that induces monotonic
changes in the orbital radius. Conversely, when F ′(r0) < 0, the mean wave force behaves
like an attractive spring that opposes any perturbations in the orbital radius from r0 and
so induces oscillations in the orbital radius. This physical picture is consistent with the
observation that the type of instability changes when F ′(r0) changes sign (see figure 8).
Moreover, the mean wave field’s opposition to perturbations from r0 hinders the onset of
the corresponding wobbling instabilities, which is consistent with wobbling instabilities
occurring at higher memory than their monotonic counterparts. Finally, the magnitude
of the radial wave force increases as μ decreases, thereby increasing the sensitivity to
perturbation at higher memory.

In an attempt to rationalise the radii of the most unstable circular orbits (corresponding
to the tips of the stability tongues in figure 2b), we follow the above argument and
posit that these will correspond to the radii marked by the largest relative change in the
perturbation force, as characterised by the coefficient F ′(r0). The coefficient F ′(r0) is
maximised in magnitude at critical radii rc satisfying F ′′(rc) = 0. Specifically, maxima
in F ′(r0) correspond to monotonic instabilities, and minima in F ′(r0) correspond to
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wobbling instabilities. In figure 7, we observe that the most unstable radii predicted by
this heuristic (F ′′(rc) = 0) exhibit excellent quantitative agreement with the numerical
solution for monotonic instabilities, and a favourable agreement for wobbling instabilities.
The limitation of this heuristic for wobbling instabilities is presumably rooted in small
deviations of the mean wave field from a quasi-static potential for oscillatory droplet
motion.

In summary, we have developed a new rationale for the onset of wobbling and
monotonic instabilities in terms of the force exerted on the droplet by the mean wave field.
Specifically, our investigation indicates that the critical radii rc at the onset of instability
approximately satisfy F ′′(rc) = 0. In contrast to the heuristic arguments presented in
§ 4.1, our rationale explains the alternation of wobbling and monotonic instabilities
with increasing orbital radius. Moreover, our study suggests that the oscillatory and
quasi-periodic nature of the stability boundary (see figure 2b) is correlated with the
quasi-monochromatic mean wave field. As a caveat, our rationale is valid only for
circular orbits near the stability boundary, and so cannot be used to differentiate between
stable and unstable orbits. Like the heuristic arguments presented in § 4.1, our rationale
neither predicts the critical memory of instability nor accounts for the dependence on the
parameter κ0. Nevertheless, it performs remarkably well over the range of values of the
inertia-to-drag parameter κ0 accessible in the laboratory.

5. Discussion

We have examined the stability of circular inertial orbits executed by droplets walking
in a rotating frame. We have developed an asymptotic framework for studying orbital
stability, specifically for characterising the critical memory at the onset of the wobbling
and monotonic instabilities. Our asymptotic model rationalises the repeating structure
of the stability diagram in figure 2, which we demonstrate to be rooted in the periodic
nature of the mean wave field. Our theory not only rationalises the preponderance of
2-wobble instabilities, but also predicts that the destabilisation frequency is exactly twice
the angular frequency at the most unstable orbital radii, corresponding to the tips of the
stability tongues. In rationalising the most unstable wobbling frequencies reported in the
experiments of Harris & Bush (2014) and simulations of Oza et al. (2014b), our study has
demonstrated the importance of resonant instability in orbital pilot-wave dynamics.

Our asymptotic results show that orbital instability is enhanced through resonance.
Resonant instabilities have been reported in other pilot-wave systems, including the in-line
speed oscillations of the free walker (Bacot et al. 2019; Durey et al. 2020b), 4ω orbital
instabilities in a linear central force (Kurianski, Oza & Bush 2017), and 2ω, 3ω and 4ω

instabilities for pairs of orbiting droplets (Oza et al. 2017; Durey 2018). This naturally
raises the question of the prevalence of resonant instabilities in other pilot-wave systems. In
subsequent work, we will consider the more complex orbits arising for a droplet in a linear
central force, where richer resonances are expected to arise. We expect the asymptotic
framework developed here to be well-suited to addressing this class of problems.

It is worth enumerating the limitations of our study. In our study, we have assumed
resonant bouncing at constant bouncing phase, and neglected the far-field exponential
decay of the wave field (Moláček & Bush 2013b; Turton, Couchman & Bush 2018; Tadrist
et al. 2018). Both of these approximations are known to break down for multi-droplet
systems (Oza et al. 2017; Arbelaiz, Oza & Bush 2018; Galeano-Rios et al. 2018;
Couchman, Turton & Bush 2019), and so might become significant at sufficiently high
orbital memory. In addition, we have restricted our attention to the linear stability
of circular orbits, and so not considered nonlinear effects such as the jump up/down
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instabilities reported by Harris & Bush (2014) and Oza et al. (2014b). Finally, we have
not considered instability in the large-radius limit inaccessible in the laboratory, which
one expects to be related to the instability of the free, rectilinear walking state (Bacot et al.
2019; Hubert et al. 2019; Durey et al. 2020b), a matter to be considered elsewhere.

We have also compared the success of various heuristics for predicting the onset of
orbital instability in our system. Our study has lead us to introduce two new heuristics,
specifically the wave intensity and the mean wave force. We show that the orbital radii
corresponding to the onset of monotonic and wobbling instabilities generally arise near
the radii that maximise and minimise the wave intensity, respectively. We have also
demonstrated the equivalence of the wave intensity and wave height beneath the drop
as proxies for the droplet energy; specifically, the wave energy is proportional to the
gravitational potential energy of the drop. This result provides new insight into the
observations made by Couchman & Bush (2020) and Thomson et al. (2020) that a ring of
droplets rearranges itself so as to minimise the mean gravitational potential of the droplets,
suggesting that they are doing so in order to minimise the global wave energy.

Labousse et al. (2016a) proposed that wobbling and monotonic instabilities arise from
orbits that receive little wave energy from the J1 and J2 modes, and postulated that the most
unstable orbital radii occur at zeros of these Bessel functions. We have demonstrated that
this heuristic leads to impressive agreement with our numerical calculations over a wide
range of parameter values, and outperforms our wave intensity extremisation principle,
defined in § 4.1. However, the Labousse et al. (2016a) heuristic does not provide a physical
mechanism that distinguishes between the wobbling and monotonic instabilities. Our new
heuristic based on the form of the mean wave field (§ 4.2) indicates the correlation between
the type of instability and the derivative of the mean wave force, and so sheds light on the
alternation between wobbling and monotonic instabilities with increasing orbital radius.
The general utility of mean-pilot-wave-based heuristics will be considered elsewhere.
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Appendix A. Physical parameters

We here define the Faraday wavenumber kF, drag factor D, and wave amplitude parameter
A, in terms of physical quantities (Oza et al. 2013, 2014a). Specifically, the Faraday
wavenumber satisfies the gravity-capillary dispersion relation (Benjamin & Ursell 1954)

(πf )2 =
(

gkF + σk3
F

ρ

)
tanh(kFH), (A1)
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The onset of orbital instability

where σ is the coefficient of surface tension, ρ is the fluid density, and H is the fluid depth.
Furthermore, we define the drag factor

D = 0.17 mg

√
ρRD

σ
+ 6πμairRD

(
1 + ρairgRD

12μairf

)
, (A2)

and wave amplitude

A = 1√
2π

kFRD

3k2
FR2

D + Bo

RDk2
Fν

1/2
eff

σ
√

TF
mgTF sin Φ, (A3)

where RD is the droplet radius, μair and ρair are the dynamic viscosity and density of
air, respectively, νeff is the effective fluid kinematic viscosity (Moláček & Bush 2013b),
Bo = ρgR2

D/σ is the Bond number, and sin Φ = 0.2 is the droplet impact phase (Oza et al.
2013, 2014b).

Appendix B. Evaluation of stability integrals

We proceed to evaluate analytically the stability integrals defined in (2.7), where we
leverage the relationship between the stability integrals (2.9a,b) to evaluate Sm and Cm in
terms of Im only. The evaluation of each stability integral hinges on the observation that
J2m(2r0 sin(x)) is even and π-periodic, and so may be expressed in terms of its bi-infinite
cosine series (derived from Gradshteyn & Ryzhik (2014, § 6.681)) as

J2m (2r0 sin(x)) =
∞∑

n=−∞
(−1)n Jm+n(r0) Jm−n(r0) cos(2nx). (B1)

By performing the change of integration variable t �→ ωt in (2.7a) and using the cosine
series expansion (B1), the integral Im(s) may be recast as the infinite sum

Im(s) = 1
ω

∞∑
n=−∞

(−1)n Jm+n(r0) Jm−n(r0)

∫ ∞

0
cos(nt) e−ηt dt, (B2)

where η = (μ + s)/ω and Re(η) > 0. By integrating each of the resultant integrals
analytically, we deduce that the stability integral is equivalent to

Im(s) = η

ω

∞∑
n=−∞

(−1)n Jm+n(r0) Jm−n(r0)

η2 + n2 . (B3)

This formulation is convenient for numerical computation of the stability integrals, and
is used in the construction of orbital stability diagrams and the tracking of orbital
stability boundaries (e.g. figure 2). However, further analytical progress can be made by
using a partial fraction expansion in (B3) and applying the Lerche–Newberger sum rule
(Newberger 1982; Bakker & Temme 1984), giving rise to the closed-form expression given
in (2.8), which forms the basis of our analytical developments.

Notably, the sum (or difference) appearing in the Bessel function orders in (2.8) when
m = 1 complicates the application of large-argument asymptotic expansions in our study.
As such, we derive two Bessel function identities that assist with the elimination of the
sum in the order, thereby allowing us to derive a set of convenient equations for further
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analysis. To proceed, we first recall the Bessel function Wronskian, recurrence relation and
derivative expression given by (Abramowitz & Stegun 1948)

Jν(x) J1−ν(x) + J−ν(x) Jν−1(x) = 2 sin(νπ)

πx
, (B4a)

Jν−1(x) + Jν+1(x) = 2ν

x
Jν(x), (B4b)

Jν−1(x) − Jν+1(x) = 2 J′
ν(x), (B4c)

respectively, which form the basis of our forthcoming algebraic manipulations. To
derive the first identity, we apply the recurrence relation (B4b), add and subtract
(2ν/x) J−ν(x) Jν−1(x) to and from the resultant expression, and simplify using the
Wronskian (B4a) and derivative relation (B4c) to obtain

J1−ν(x) J−1+ν(x) − J1+ν(x) J−1−ν(x) = 4ν sin(νπ)

πx2 − 4ν

x
J−ν(x) J′

ν(x). (B5)

To derive the second identity, we differentiate the Wronskian identity (B4a) and apply the
recurrence relation (B4b) to find that

J1−ν(x) J′
ν(x) + J1+ν(x) J′

−ν(x) = −2 J′
−ν(x) J′

ν(x) − 2ν sin(πν)

πx2 . (B6)

We now use the relations (B5) and (B6) in conjunction with (2.8) and (2.9a,b) to evaluate
the integrals and integral combinations arising in the stability problem (2.6), yielding

I0(0) = π csch(πβ)

ω
Jiβ(r0) J−iβ(r0), (B7a)

∂I0(0)

∂r0
= −2π csch(πβ)

ω

(
i sinh(πβ)

πr0
− J−iβ(r0) J′

iβ(r0)

)
, (B7b)

S0(s) = 2πη csch(πη)

ω

(
i sinh(πη)

πr2
0

−
J−iη(r0) J′

iη(r0)

r0

)
, (B7c)

C0(s) − I1(s) = −2iηπ csch(πη)

r2
0ω

(
i sinh(πη)

π
− iη Jiη(r0) J−iη(r0)

)
, (B7d)

C0(s) + I1(s) = 2π csch(πη)

ω

(
η sinh(πη)

πr2
0

+ J′
iη(r0) J′

−iη(r0)

)
, (B7e)

where we recall that η = (μ + s)/ω, and β = μ/ω is the reciprocal of the orbital memory.

Appendix C. Stationary phase point contributions to stability integrals

We seek the contributions at each critical point to the integral Lm(ξ), defined in (2.15),
for which we consider r0 � 1 and ξ = O(1). We first consider the contribution to Lm(ξ)

near the edges of the integration region, namely θ = 0 and θ = 2π, which we denote by
Lm,0(ξ) and Lm,2π(ξ), respectively. To determine Lm,0(ξ), we approximate sin(θ/2) ≈
θ/2 in the argument of the Bessel function, and recast the integration region as

Lm,0(ξ) =
∫ ∞

0
J2m(r0θ) e−(β+iξ)θ dθ −

∫ ∞

2π

J2m(r0θ) e−(β+iξ)θ dθ. (C1)

The first integral may be evaluated analytically (Abramowitz & Stegun 1948), and it
remains now to estimate the size of the second integral. We approximate the integrand
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The onset of orbital instability

by utilising the large-argument Bessel function expansion (Abramowitz & Stegun 1948)
and noting that θ ≥ 2π across the integration domain; then, by evaluating the resultant
integral analytically, we obtain the approximate bound

∫ ∞

2π

J2m(r0θ) e−(β+iξ)θ dθ ∼
√

1
π2r0

∫ ∞

2π

cos(r0θ − ϕm) e−(β+iξ)θ dθ = O
(

e−2πβ

r0
√

r0

)
,

(C2)
where ϕm = 1

4π(1 + 4m) is a constant phase shift. Provided that β is of size at
most O(r0), the analytical evaluation of the first integral in (C1) determines that
this term is the dominant contribution to Lm,0. By neglecting the contribution from
the second integral in (C1), we deduce that Lm,0 = O(r−1

0 ). The periodicity of the
non-exponential portion of the integrand indicates that the contribution near θ = 2π
satisfies Lm,2π(ξ) = Lm,0(ξ) e−2π(β+iξ). The factor e−2πβ ensures that the contribution
Lm,2π(ξ) is negligible relative to Lm,0(ξ) and may henceforth be neglected.

We now determine the contributions arising near points of stationary phase. The internal
contribution is localised about θ = π, and we denote this contribution by Lm,π(ξ).
To proceed, we deform the integration region to a small region about θ = π, namely
π − δ < θ < π + δ with 0 < δ � 1, and define

Lm,π(ξ) =
∫ π+δ

π−δ

J2m

(
2r0 sin

(
θ

2

))
e−(β+iξ)θ dθ. (C3)

By applying the large-argument expansion for the Bessel function (Abramowitz & Stegun
1948) and utilising the Taylor expansion sin(θ/2) ≈ 1 − 1

8 (θ − π)2, we determine the
approximation

Lm,π(ξ) ∼ e−(β+iξ)π

2
√

πr0

∑
±

e±iϕm

∫ π+δ

π−δ

e
∓i2r0

(
1− 1

8 (θ−π)2
)

dθ. (C4)

The leading-order form of the resultant integral may be determined using method of
stationary phase for r0 � 1, giving rise to the contribution

Lm,π(ξ) ∼ −2e−π(β+iξ)

r0
cos (2r0 + ϕm) . (C5)

Appendix D. Asymptotic expansions for the wobbling regime

Along stability boundaries (with s = iξω), the stability integrals (2.7) are all evaluated
in terms of Bessel functions of complex order ±iζ and real argument r0, where ζ ∈
{β, β + iξ} (see (B7)). For wobbling and monotonic instabilities, corresponding to β =
O(ln(r0)) and ξ = O(1), the order of the Bessel function is much smaller than the
argument. Thus we may expand each of the Bessel function products in (B7) by applying
the large-argument asymptotic expansion to each Bessel function (Abramowitz & Stegun
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1948). Direct evaluation by Mathematica yields

J−iζ (r0) J′
iζ (r0) = cos(2r0) + i sinh(ζπ)

πr0
− cosh(ζπ)

2πr2
0

+ (4ζ 2 − 1) sin(2r0)

4πr2
0

+ 3(1 + 4ζ 2) cosh(ζπ)

16πr4
0

+ O

(
1
r3

0

)
, (D1a)

Jiζ (r0) J−iζ (r0) = sin(2r0) + cosh(ζπ)

πr0
− 1 + 4ζ 2

4πr2
0

(
cosh(ζπ)

2r0
+ cos(2r0)

)
+ O

(
1
r3

0

)
,

(D1b)

J′
iζ (r0) J′

−iζ (r0) = − sin(2r0) + cosh(ζπ)

πr0
+ (3 + 4ζ 2) cosh(ζπ)

8πr3
0

+ (−3 + 4ζ 2) cos(2r0)

4πr2
0

+ O

(
1
r3

0

)
,

(D1c)

where all terms necessary for the dominant balance eπβ = O(r2
0) have been retained,

and the expansions (D1) are valid when |ζ 2 + 1
4 | � r0 (Abramowitz & Stegun 1948).

By substituting these expansions into the analytical expressions for each of the stability
integrals (see (B7)), we deduce that the stability coefficients (see (2.12)) have the
asymptotic form

A = −2 sin(2r0)

U
(csch(π(β + iξ)) + csch(πβ)) + (4β2 − 7) cos(2r0) csch(πβ)

2Ur0

+ 3 − ξ2

Ur2
0

− κ0ξ
2U2

r2
0

+ cos(2r0) csch(π(β + iξ))(−3 + 4β2 + 8iβξ − 4ξ2)

2Ur0

+ O

(
1
r4

0

)
,

(D2a)

B = iκ0ξU2

r2
0

− 2iξ
Ur2

0
+ 2 cos(2r0)

Ur0

(
csch(πβ) (iξ − β)

+ csch(π(β + iξ)) (β + iξ)
)

+ O

(
1
r4

0

)
, (D2b)

C = 2U
r0

− 2(β + iξ)

Ur2
0

+ iκ0ξU2

r2
0

+ O

(
1
r3

0

)
, (D2c)

D = 2iξU
r0

− 2iξ(β + iξ)

Ur2
0

− κ0ξ
2U2

r2
0

+ O

(
1
r3

0

)
, (D2d)

where we have again utilised the dominant balance eπβ = O(r2
0).
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The onset of orbital instability

Appendix E. Wave intensity

E.1. Surface energy contribution
We proceed to show that the contribution of surface energy to the wave intensity is
proportional to that of gravitational potential energy. For small wave slopes, we define
the contribution of surface energy as (in dimensional units)

ES = lim
R→∞

1
R

∫
|x|≤R

σ

2
|∇h|2 dx. (E1)

By writing |∇h|2 = ∇ · (h ∇h) − h Δh in (E1), where Δ denotes the Laplacian operator,
and applying the divergence theorem to the first term, we obtain

ES = lim
R→∞

1
R

[
σ

2

∫
|x|=R

h ∇h · n ds −
∫

|x|≤R

σ

2
h Δh dx

]
, (E2)

where n is the outward-pointing unit vector to the circle |x| = R, and ds denotes line
integration. Owing to the far-field decay of the wave field, we see that the boundary integral
in (E2) vanishes in the limit R → ∞, leaving

ES = lim
R→∞

1
R

∫
|x|≤R

−σ

2
h Δh dx. (E3)

Finally, we recall that the wave field is composed of monochromatic Bessel functions with
wavenumber kF. It follows that Δh = −k2

Fh for our wave model, which allows us to reduce
(E3) to the simplified form

ES = lim
R→∞

1
R

∫
|x|≤R

σk2
F

2
h2(x, t) dx, (E4)

which is proportional to the contribution from the gravitational potential energy.

E.2. Wave intensity for orbital motion
To compute the wave intensity for a given droplet trajectory, we first introduce the polar
coordinate system x = r(cos θ, sin θ) and decompose the dimensionless wave field (see
(4.4)) as

ĥ(x, t) =
∞∑

n=−∞
an(t) Jn(r) einθ . (E5)

By substituting (E5) into (4.4) and applying Graf’s addition theorem (Abramowitz &
Stegun 1948), we find that each coefficient an(t) is defined by the integral (Labousse et al.
2014)

an(t) =
∫ t

−∞
Jn(rp(s)) e−inθp(s) e−μ(t−s) ds, (E6)

where xp(t) = rp(t) (cos θp(t), sin θp(t)) is the droplet position. Finally, by substituting
(E5) into (4.3), applying Parseval’s theorem in the azimuthal direction, evaluating the
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integral in the radial direction, and taking the limit R → ∞, we obtain (Labousse et al.
2016b; Hubert et al. 2022)

Ê(t) =
∞∑

n=−∞
|an(t)|2. (E7)

We proceed to evaluate the wave intensity for the wave field accompanying a droplet
orbiting the origin. By substituting rp(t) = r0 and θp(t) = ωt into (E6) and evaluating the
resultant integral, we deduce that

an(t) = Jn(r0)e−inωt

μ − inω
. (E8)

Upon substituting an(t) into (E7), we thus deduce

Ê =
∞∑

n=−∞

J2
n(r0)

μ2 + n2ω2 , (E9)

whereupon comparing this equation with (B3) determines the expression given in (4.5).
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