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Abstract
Bilateral teleoperation systems encounter challenges in achieving synchronisation between master and slave robots
due to communication time delays. This paper addresses the instability caused by these delays and proposes a
solution through advanced control algorithms. Nonlinear optimisation algorithms might only sometimes deliver
solutions in the allotted time, particularly when handling complicated, high-dimensional issues or when opti-
misation iterations are extensive. The study first develops a comprehensive mathematical model encompassing
the dynamics and communication intricacies of both master and slave sides in teleoperation. By recognising the
limitations of existing proportional-derivative controllers in compensating for communication errors, a sequen-
tial quadratic programming-proportional-integral-derivative (SQP-PID) controller is introduced. This controller
accumulates and rectifies synchronisation delay errors, ensuring precise control without steady-state deviations.
The proposed SQP-PID controller stands out for its ability to handle steady-state errors effectively, offering swift
response and maintaining stability. Leveraging the SQP optimisation algorithm, it intelligently tunes the parame-
ters, minimising synchronisation errors. The approach capitalises on the simplicity, performance, and robustness of
the SQP-PID controller, providing a promising avenue for enhancing bilateral teleoperation systems’ accuracy and
stability, maintaining initial discrepancy with a best fitness value of 0.98 % in varied operating conditions.

1. Introduction
Teleoperation systems [1] have become essential in modern technology and distant operations, espe-
cially when there is a risk, the location is remote, or the distance is excellent [2]. These developments
increase chances for exploration and intervention while reducing threats to human safety by enabling
people to operate machinery and equipment from a distance [3]. However, achieving smooth and efficient
synchronisation between the operator’s inputs and the remote system’s responses is crucial to teleop-
eration’s success [4]. The utilisation of optimisation techniques to improve synchronisation has been
spurred by this challenging problem, which has improved teleoperation systems’ efficacy and efficiency.
These systems are used in many industries, including industrial manufacturing, deep-sea research, space
missions, and medicine [5]. Succeeding in these settings requires exact synchronisation between the
operator’s activities and the distant system’s behaviour [6]. Synchronisation precision may be compro-
mised by external variables, system dynamics, and communication latency [7]. These complications
may only partially be resolved by traditional control methods.

Optimisation techniques provide a robust framework for managing complex synchronisation issues in
teleoperation systems [8, 9]. Through an optimisation-based approach [10] to the synchronisation prob-
lem, researchers and engineers can optimise control algorithms, communication protocols, and system
characteristics to reach optimal performance. These strategies not only deal with communication lags
but also adjust to unforeseen environmental changes and real-time changes in system dynamics. Various
optimisation strategies, including convex optimisation, evolutionary algorithms, reinforcement learning
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(RL), and model predictive control (MPC), are frequently necessary to achieve optimal synchronisation
[11]. To effectively compensate for system uncertainties and communication delays, MPC, for example,
enables teleoperation systems to predict future states and optimise control inputs. Natural selection prin-
ciples are utilised by evolutionary algorithms to gradually improve control strategies over time, adapting
them to changing conditions and increasing synchronisation precision [12].

Furthermore, the application of artificial intelligence and machine learning (ML) improves the effi-
ciency of optimisation methods for coordinating teleoperation [13]. RL interacts with the environment to
help systems understand the optimal synchronisation techniques, resulting in flexible and context-aware
management. Furthermore, convex optimisation techniques offer effective means of quickly modifying
control parameters, guaranteeing optimal synchronisation even in dynamic and unpredictably changing
operating circumstances [14]. Achieving flawless coordination between operators and distant systems is
essential in remote operations. Algorithms for optimisation provide a potent remedy for this. Researchers
and engineers can improve the accuracy, flexibility, and overall performance of synchronisation in sys-
tems by applying MPC, evolutionary algorithms, RL, and convex optimisation. As technology develops
and the demand for dependable teleoperation increases, incorporating these optimisation techniques into
teleoperation systems is set to transform remote operations across various industries and applications.
The contribution of this research is as follows:

• A novel framework, sequential quadratic programming-proportional-integral-derivative (SQP-
PID), is proposed, which addresses the dynamics and communication intricacies of both master
and slave sides in teleoperation.

• The synchronisation delay issues are corrected through the design of the SQP-PID controller,
which ensures accurate control with no steady-state deviations.

• It maintains system stability while providing a quick response to minimise synchronisation errors
by carefully adjusting the PID parameters using the SQP optimisation technique.

• It significantly decreased synchronisation errors by fine-tuning the controller’s parameters.

The structure of this section of the study is as follows: Section 2 describes the literature review,
Section 3 describes the recommended approach, Section 4 provides results and analysis with findings,
and Section 5 provides a conclusion.

2. Literature survey
Honghao Lv et al. [15] presented GuLiM, a method for synchronising motion that merges upper-limb
movement with hand gestures. This technique streamlines operations and reduces the need for extensive
training among healthcare workers. Experimental results indicate that GuLiM outperforms traditional
direct mapping methods and holds promise for remotely controlling medical assistance robots in isolated
wards to minimise COVID-19 exposure. Additionally, a field investigation is conducted to validate the
effectiveness of this methodology.

Yunpeng Su et al. [16] emphasise reducing latency in telemanipulation tasks, primarily when oversee-
ing intricate robotic systems. Constraints in hardware often lead to performance gaps due to significant
delays in teleoperation. To address this, ML methods like hidden Markov models (HMMs) can bridge
these limitations. They propose a teleoperation system enhanced with mixed reality incorporating an
HMM generative algorithm to anticipate human-welder movements. This cost-effective solution signif-
icantly decreases teleoperation delays, exhibiting a 66% reduction in root mean square error compared
to a system without HMM. The outcomes of the experiments show that the HMM generative algorithm
notably enhances the performance of human-robot-assisted welding.

Hamid Shokri-Ghaleh et al. [17] developed Unequal Limit COA (ULCOA), a modified version of
the Cuckoo Optimisation Algorithm (COA), to obtain the optimal calibration parameters. By putting
ULCOA through various nonlinear benchmark functions, they evaluated its efficacy and found that it
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performed more accurately and robustly than genetic algorithms (GA) and particle swarm optimisation
(PSO). They also discussed ULCOA in-field calibration and its use in calibrating the triaxial MEMS
accelerometer. In the end, they performed.

Waheed Ur Rehman et al. [18], a servo-hydraulic actuator and an electromechanical actuator, are
the two actuators for which the study suggests a nested-loop control technique. The feed-forward con-
troller, intelligent force controller, trajectory controller, and smart position controller are all part of this
method. Matlab/Simulink simulations demonstrate improved output-trajectory tracking, load rejection,
and decreased force inconsistencies.

Leila Mohammadi et al. [19] introduced a control framework to attain stability without delay depen-
dence in bilateral teleoperation setups when dealing with actuator saturation. Their research applies
the Razumikhin theorem to analyse stability, handling issues arising from time delay and nonlinearities
caused by control input saturation. They devised a control structure based on transparency and integrated
a guaranteed cost controller to ensure both stability and transparency. To determine the best param-
eters, they utilised convex optimisation. Simulations demonstrated the control structure’s compelling
performance.

Yasuhiro Ishiguro et al. [20] outlined a method for designing a system to enable two-way remote
control of a humanoid robot. They focused on ensuring stability while walking on two legs and address-
ing the complexities of moving in 2D and 3D spaces. The system included the revolutionary "TABLIS"
full-body exoskeleton cockpit and master software, which simulates a far-off ground surface to enable
navigation despite space restrictions. Additionally, the software on the robot’s side prevents potential
collapses caused by inaccurate inputs.

Fawad Naseer et al. [21] introduced a combined method to aid a telepresence robot in navigating
delayed operating signals. This technique combines deep RL with a duelling double-deep Q-network
(DDQN). The DDQN determines the optimal control strategy, while gated recurrent unit models han-
dle temporal dependencies in control signals. This approach significantly boosts tracking precision and
stability, enabling the robot to autonomously handle activities even with 15-s delays, marking a 2.4%
advancement compared to existing methods. The effectiveness of this hybrid approach demonstrates
how RL and deep learning may be used to improve telepresence robot control and stability.

3. Research methodology
In bilateral teleoperation control setups, a delay happens when signals transfer between the owner and
the employee robots. Designing controllers for these systems means balancing between transparency and
stable performance. When the master and slave positions match, the teleoperation achieves full trans-
parency, presenting the human operator with precisely the environmental reaction force. Yet, because
there’s no feedback signal from the slave to the master, the operator at the master end can’t naturally
sense the interaction between the environment and the slave manipulator. Consequently, controlling the
slave object accurately, especially considering interaction forces, becomes challenging. As the need for
precise and safe remote operations grows, there’s a push for teleoperation systems that can sense the
environment, promoting the creation of systems for bilateral teleoperation.

In this research, the mathematical model for the bilateral teleoperation system has been formulated,
encompassing the dynamics of both the master and slave components, factoring in delays and commu-
nication network effects. A significant focus in control research involving time delay systems pertains
to teleoperation systems. In an existing paper, a proportional-derivative controller is implemented to
tackle communication errors that lack integral action. Figure 1 shows the proposed architecture for the
bilateral teleoperation systems.

This research examines the impact of communication delays on the precise movement of a robotic
arm, revealing instability in the system. Numerous control algorithms have been suggested to counter
this issue, yet they often need to catch up when dealing with the complex dynamics of nonlinear robotic
systems. Traditional tuning methods lack the adaptability required for such nonlinear systems, hindering
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Figure 1. Proposed model.

performance, stability, and error correction. Thus, there’s a pressing need for more effective approaches
to determine controller parameters for these nonlinear systems. One potential method involves treat-
ing these systems as multi-input and multi-output systems and applying standard tuning rules or gain
scheduling across various operational points. However, optimising algorithms becomes crucial to search
for the best gain parameters, ultimately enhancing system performance.

Thus, this research proposed an SQP-PID controller that addresses the above limitation by accumu-
lating and rectifying synchronisation delay errors over time, effectively preventing steady-state errors.
This method leverages a PID controller, offering swift responses and precise steady-state control to
avoid synchronisation discrepancies between the master and slave components. This controller effec-
tively manages constant errors, ensuring precise control and swift adjustment, allowing the variable to
settle rapidly while maintaining stability. The sequential quadratic programming (SQP) optimisation
algorithm utilises quasi-Newton’s method to optimise tuning parameters, enhancing the synchronisa-
tion. This method immediately addresses the KKT condition of the original problem. The nonlinear
teleoperator’s dynamical model and the presumptions required for the controller’s stability analysis are
presented in the following section.

3.1. Modelling of bilateral teleoperators
Given the absence of friction and other disruptive factors, the Euler–Lagrange equations describe the
motion of n-connection robots for the master and slave can be presented as

Mm (qm) q̀m + Cm

(
qm, q̀m

)
q̀m + gm (qm) = Fh + τm (1)

Ms (qs) q̀s + Cs

(
qs, q̀s

)
q̀s + gs (qs) = τs − Fe (2)

where qm, qs ∈R
n are the joint displacement vectors, τm, τs ∈R

n are the control input torques, and
Fh, Fe ∈R

n are, in turn, the force exerted by the environment and the force used by the human oper-
ator. Mm, Ms ∈R

n×n are the inertia matrices, Cmq̀m, Csq̀s ∈R
n are the vectors of centrifugal and Coriolis

torque, and gm, gs ∈R
n are the gravitational torque vectors. The subscripts s and m represent the slave

and master robots from {1, 2,. . ..., N}, based on the number of slaves connected with the master.
The inertia matrix M(q) is limited, symmetric, and positive definite as follows:

λmIn×n ≤ M(q) ≤ λMIn×n (3)

where λm, λM are the eigenvalues of the lowest and maximum M(q) correspondingly and In×n ∈R
n×n is

the identity matrix.
Using the matrix of inertia M(q) as well as the matrix Coriolis/centrifugal and theC(q, q̀), the matrix

M̀(q) − 2C(q, q̀) has a skew symmetry.
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The n-link robot’s equations of motion can be linearly parameterised as

M(q)q̀ + C(q, q̀)q̀ + g(q) = Y(q, q̀, q̀)� (4)

where Y(q, q̀, q̀) ∈R
n×l is a known function matrix, referred to as a regressor, and � ∈R

l is a vector with
unidentified dimensions.

The following models assume that the human operator and external factors are non-passive:

Fh (t) = −Kh0 + Khqm + Chq̇m (5)

Fsi (t) = −Ke0 + Keqi + Ceq̇i (6)

where Kw0, Kw, Cw ∈R
n×n, w = {h, e}.

Let us define dmi(t) as the slave’s master’s tardinessi and dmi(t) as the slave’s delay i to the master.

3.1.1. Control objectives
A system transformation is first performed to control the coupled nonlinear dynamics of the closed-loop
system. The following synchronisation signals should be defined:

rm (t) = q̇m (t) + Amqm(t) (7)

ri (t) = q̇i (t) + Aiqi(t) (8)

Stability and transparency are the primary concerns of bilateral teleportation systems. Our goal is
to create control inputs, em, ex, to ensure system stability and accomplish transparency in a coordinated
manner.

where �m and �i, i = {1, 2, · · · , N} are diagonal matrices that are positive definite.
Additionally, define

q̀mr(t) = −�mqm(t), q̀ir(t) = −�iqi(t), (9)

μm(t) = Mm (qm)
↼
ymor(t) + Cm

(
qm, q̀m

)
q̀m(t) + Gm (qm) qm(t) − Fh(t) (10)

μi(t) = Mi (qi) q̀ir(t) + Ci

(
qi, φ̀i

)
q̀i(t) + Gi (qi) qi(t) − Fsi(t) (11)

Using (9)–(11), (1) can be rewritten as

Mm (qm) r̀m(t) = τm(t) − μm(t) (12)

Mi (qi) r̀i(t) = τi(t) − μi(t). (13)

Now employ the nonlinear feedback control theory by defining the control signals as follows:

τm(t) = Mm (qm)
(
um(t) + M−1

m (qm) μm(t)
)

(14)

τi(t) = Mi (qi)
(
ui(t) + M−1

i (qi) μi(t)
)

(15)

whereum(.) and u1( are auxiliary control variables, with which the dynamics of coordination errors can
be formulated as follows:

ėm (t) = d

dt

[
kmqm (t) − kmj

1

N

N∑
i=1

qi (t − dmm (t))

]
(16)

= − �mεm (t) − km

N

N∑
i=1

(�m − �i) qi (t − dim (t)) − kmI

N

N∑
i=1

(1 − dim (t)) × ri (t − dim(t))

+ kmrm(t) − kmI

N

N∑
i=1

dim(t)�iqi (t − dim(t)) (17)
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ėi(t) = d

dt

[
kiqi(t) − kimqm (t − dma(t))

]
(18)

= − �iei(t) − kim (�i − �m) qm (t − dmi(t)) − kim�md̀miqm (t − dmi)

+ kiri(t) − kim

(
1 − d̀mi(t)

)
rm (t − dmi(t)) (19)

Define

e (t) = [
eT

m (t) , eT
s (t)

]T (20)

es(t) = [
eT

1 (t), · · · eT
N(t)

]T
, r(t) = [

rT
m(t), rT

s (t)
]T

, rm(t) (21)

= [
rT

m(t), · · · , rT
m(t)

]T
, rs(t) = [

rT
1 (t), · · · , rT

N(t)
]T (22)

X(t) = [
eT(t), rT(t)

]T
. (23)

Consequently, it is possible to deduce the robot’s dynamics from the augmentation of the error and
synchronisation signals.

Considering Synchronisation error, which is the time lag in the communication channel between the
slave and master robots, may be expressed as

em(t) = qx(t − T) − qm(t) (24)

ei(t) = qm(t − T) − qx(t) (25)

Consequently, bilateral teleoperators’ synchronisation might be described as

lim
t→∞

em(t) = lim
t→∞

ei(t) = 0 (26)

Achieving force reflection from the remote environment in a contact situation is also crucial.

Fh = Fc with q̀m(t) =↼ qx(t) = q̀m(t) = q̀s(t) = 0.

An adaptive technique is used to estimate parameters while taking modelling uncertainty into
account. A nonlinear adaptive feedback controller is built using the new output variables, a linear com-
bination of position and velocity. Create the nonlinear adaptive feedback compensation’s control input
torques as

τm = −M̀m (qm) λq̀m − C̀m

(
qm, q̀m

)
λqm + g̀m (qm) + Fm (27)

τx = −M̀x (qs) λq̀x − Cx

(
qs, q̀s

)
λqx + g̀x (qx) + Fx (28)

where M̂m, M̂x, Ĉm, Ĉx, ĝm, ĝx are estimated parameters as a result of robot manipulators’ modelling
uncertainty, λ ∈R

n×n is a matrix with positive definiteness, and Fm, Fn are extra control inputs that help
with synchronisation.

Mm (qm)
(
↼ qm + λq̀m

) + Cm

(
qm, q̀m

) (
q̀m + λqm

) = Fh + ↼

Mm (qm) λq̀m + ↼

Cm

(
qm, q̀m

)
λqm

− ↼
gm (qm) + Fm (29)

Mx (qx)
(

↼
qx + λq̀x

)
+ Cx

(
qx, q̀x

) (
q̀x + λqx

) = − Fc + ↼

Mx (qx) λq̀n + ↼

Cx

(
qx, q̀x

)
λqn

− ↼
gx (qs) + Fx (30)

where M̀i = Mi − M̀i, C̀i = Ci − C̀i, g̀i = gi − g̀i(i = m, s) are parameter estimation errors.

Mm (qm) r̀m + Cm

(
qm, q̀m

)
rm = Fh + Fm + Ym

(
qm, q̀m

)
�̀m (31)
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Ms (qs) r̀s + Cs

(
qs, q̀s

)
rs = −Fe + Fs + Ys

(
qs, q̀s

)
�̀s (32)

where Ym(qm, q̀m), Ys(qs, q̀s) ∈R
n×l are regressor matrices, �̀m, �̀s ∈R

l are parameter estimation error
vectors, and rm, rs are new output variables defined as

rm = q̀m + λqm (33)

rs = q̀s + λqs (34)

To estimate unknown parameters, parameter update laws are selected as
`̀
θm = 
YT

mrm (35)

`̀
θs = �YT

s rs (36)

where 
, � ∈R
n×n are positive definite matrices.

PID controllers are used as additional control inputs for synchronisation control. The master and slave
synchronisation is the focus of this control input. The term “synchronisation error” may be redefined by
using additional output variables as

eTm(t) = rs(t − T) − rm(t) (37)

ers(t) = rm(t − T) − rs(t) (38)

To get synchronisation, we create extra control inputs. Fm, Fs as

Fm = KpeTm(t) + KDèrm(t) (39)

Fs = KpeTs(t) + KDèrs(t) (40)

where Kp, KD ∈R
n×n are diagonal matrices that are positive definite. To keep things simple, it is assumed

that Kp = kpIn×n, KD = kdIn×n where kp, kd ∈R, In×n ∈R
n×n is the identity matrix. These control gain

matrices can be optimised by a PID controller based on SQP, which optimises control parameters in
a bilateral teleoperation system to minimise time delay and synchronisation error. This entails setting
the PID controller’s initial parameters and modifying them repeatedly by figuring out sub-problems in
quadratic programming that almost correspond to the nonlinear optimisation task. The time delay and
synchronisation error are measured at each iteration, providing the foundation for minimising the objec-
tive function. SQP provides accurate management of nonlinear goals and constraints, which results
in optimal performance and convergence to control satisfactory parameter values. The flexibility of
PID control and the optimisation power of SQP provide improved teleoperation systems, convergence
qualities, and performance.

3.2. PID parameters tuning using SQP
A simple control structure is the feedback control structure, in which the automatic controller compares
the actual value of the plant output to the reference input (desired value), calculates the deviation, and
generates a control signal to reduce the deviation to zero or a small value.

One possible component of the control in the above structure is a PID controller, which is based on
three fundamental behaviour types: derivative (D), integral (I), and proportional (P). The proportional
action produces a control signal proportionate to the error between the reference signal and the actual
output. While the derivative action offers a derivative signal of the mistake, the integral action provides
an essential signal of the error. The relation between the control n(t) and error e(t) can be expressed in
the following form:

u(t) = Kp

[
ε(t) + 1

Ti

∫ t

0

ε(τ )dτ + Td

d

dt
ε(t)

]
(41)
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Kp, Ti, and Td are the parameters to be tuned. The corresponding transfer function is given by

K(s) = Kf

(
1 + 1

Tjs
+ Tds

)
(42)

The Matlab Toolbox’s Nonlinear Control Design (NCD) block set is a tool for adjusting PID controller
settings and identifying process attributes. It is employed to establish controller settings and retrieve
process variables. The NCD block set transforms constraints and simulated system output into an opti-
misation problem to satisfy time domain performance requirements in a nonlinear Simulink model. In
process control, this guarantees that the PID controller’s time will continue to be significant.

minx,y γ s.t.

{
g(x) − wγ ≤ 0

xl ≤ x ≤ xw

(43)

This work presents an approach that uses the SQP optimisation technique to minimise the maximum
constraint error in an NCD block set. The variable x represents tumble variables, and tumble variables’
lower and upper limits are defined by the variables xl andxu. Vectorisation is used for the constraint
bound and constraint weighting. After resolving the Karush–Kuhn–Tucker (KKT) condition, the SQP
algorithm minimises a quadratic approximation of the Lagrangian function over a linear approximation
of constraints, which becomes a sub-problem. The suggested SQP-PID controller holds great poten-
tial for bilateral teleoperation systems due to its simplicity, strong performance, accurateness, and the
availability of efficient yet straightforward tuning methods to minimise synchronisation errors.

4. Result and discussion
4.1. Sequential quadratic programming with KP
In the realm of optimisation algorithms, the SQP method is a powerful tool that seeks to enhance the
performance of a given function iteratively. In this particular scenario, the fitness function graph for
SQP is intricately tied to a proportional constant, denoted as Kp. As the algorithm embarks on its jour-
ney of iterations, the fitness landscape unfolds dynamically. At the outset, the fitness value stands tall at
14 e4, representing an initial state of the system. However, the optimisation process unfolds its prowess,
initiating a sudden descent in fitness, a testament to the algorithm’s ability to refine the solution rapidly.
Figure 2 illustrates a significant drop to a fitness level of 5 e4, signifying a notable improvement in the
system’s performance. Subsequently, the fitness curve gradually descends, steadily progressing towards
greater efficiency. Notably, by the 30th iteration, the fitness function gracefully reaches a low of 2 e4,
underscoring the SQP algorithm’s persistent fine-tuning and optimisation capabilities. This graph visu-
alises the iterative journey towards an increasingly optimal solution, guided by the influential constant
Kp. SQP facilitates accurate adjustment of the proportional constant (KP) to attain the intended system
response. KP tuning is essential to ensure the system reacts to faults effectively and doesn’t overrun or
cause excessive oscillations. It makes sure that the control system stays stable by optimising KP. This
helps to avoid problems like instability or long-lasting oscillations that might occur from improperly
adjusted proportional gains.

4.2. Sequential quadratic programming with Kd

The fitness function graph is a visual optimisation narrative in SQP accompanied by a derivative constant
(Kd). At the onset, the fitness score loomed at a staggering 2.03e5, portraying a landscape of inefficien-
cies and deviations. However, the algorithm’s strategic manoeuvres swiftly induced a marked descent,
plunging to 2.01e5 within a concise timeframe, indicating an abrupt rectification in the system. This
rapid shift was akin to an orchestrated symphony of adjustments, steering towards enhanced efficiency.
As the iterations progressed, a deliberate and gradual descent ensued, illustrating a consistent refine-
ment in performance. By the 30th iteration, the fitness function graph exhibited a commendable stature,
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Figure 2. SQP with Kp.

Figure 3. SQP with Kd.

boasting a refined fitness score of 1.98e5. In Fig. 3, this gradual yet persistent decline epitomised the
algorithm’s calibrated precision and adaptability, illustrating its prowess in converging towards optimal
solutions methodically. The derivative constant is carefully adjusted using SQP to enhance the system’s
response to changes. The derivative component reduces oscillations and improves stability by using the
current rate of change to predict future errors. The optimal damping effect can be achieved by optimising
the Kd value using SQP while avoiding instability or undue control effort.

4.3. Sequential quadratic programming with KPID

In the landscape of SQP with proportional-integral-derivative (PID) control, the fitness function graph
is a visual symphony of optimisation. At the outset, the fitness function soared to a formidable 16e4, an
imposing peak challenging the algorithm. As the iterations commenced, the PID control strategised and
manoeuvred, orchestrating a swift and surprising descent in fitness, a plunge akin to a free fall, steadily
carving through obstacles, arriving at 5e4 – a notable accomplishment in a short span. However, the
journey was far from over. What followed was a nuanced narrative of perseverance; the graph portrayed
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Figure 4. SQP with PID.

Figure 5. Master and slave radar position.

a gradual decline in fitness, akin to a meticulously planned descent down a winding mountain trail. At
the 30th iteration, the fitness stood at a commendable 1e4, a testament to the precision and adaptabil-
ity of the SQP with PID, showcasing its capacity to navigate complexities and optimise towards the
desired outcome. SQP optimises the KPID controller’s proportional, integral, and derivative gains to
maximise response time, stability, and error reduction. SQP successfully controls the dynamics of the
system’s nonlinearities, guaranteeing that the KPID controller operates well across various operational
environments and disruptions. Figure 4 encapsulates the dynamic tale of optimisation, showcasing the
methodical evolution from challenge to triumph through iteration and precision engineering.

4.4. Radar positioning
In radar positioning, the dynamics between master and slave positions unfold fascinatingly. Figure 5
shows that at a mere 0.1 s into the sequence, the master and slave signals surge forth with a steep rise on
the graph, a testament to their synchronised initiation. A sudden increase in the master signal indicates
the start of the radar activity. The master radar system begins transmitting signals or positional data
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Table I. Time domain versus position domain.

Gain level Time domain (10−3s) Position domain (10−3m) [22]
Low gain (Kp) 0.109 14.8
Middle gain (Kd) 0.293 3.1
High gain (KPID) 0.054 1.5

immediately, as shown by the sudden and abrupt spike on the graph. Mirroring the master’s first surge,
the slave signal also indicates a high ascend simultaneously. It is essential to have this synchronised ini-
tiation to guarantee that the slave and master systems are operating simultaneously from the beginning.
The master, a stalwart beacon, maintains its unwavering presence at a resolute altitude of 1000m.

Meanwhile, the slave, harmonising in the symphony of radar echoes, mirrors this ascent with an
equally steep climb, settling distinctly but confidently at a steady 500 m. This visual representation
encapsulates the interplay of supremacy and synchronisation, where the master leads the charge. At
the same time, the slave follows suit, each asserting their defined position with an eloquent precision
that mirrors the artistry of radar technology. Table I represents the comparison of gain level on time and
position domain.

Table I presents a performance comparison of the three different gain levels (low gain (Kp), middle
gain (Kd), and high gain (KPID) in the time and position domains in the context of control systems. To be
more precise, the steady-state error in millimetres (10−3m) represents the position domain, and the time
constant in milliseconds (10−3s) represents the time domain. The system shows a steady-state error of
14.8 millimetres and a time constant of 0.109 milliseconds at low gain (Kp), showing higher position
error but slower response. The time constant rises to 0.293 milliseconds with a middle gain (Kd), but
the steady-state error dramatically falls to 3.1 millimetres, indicating a trade-off between response time
and positional accuracy. PID control effectively minimises both response time and positional error; with
high gain (KPID), the system achieves a fast response with a time constant of 0.054 milliseconds and the
lowest steady-state error of 1.5 millimetres. This comparison shows how various gain choices affect the
dynamic and steady-state performance of the control system.

4.5. Comparative analysis with different fitness
The nature of the optimisation issue, including its complexity, smoothness of the solution space, gra-
dient information availability, and tolerance for local versus global optima, determines the nonlinear
optimisation methods and metaheuristic algorithms. In general, metaheuristics are chosen for explor-
ing complex, uncertain, or highly nonlinear optimisation landscapes. In contrast, nonlinear optimisation
techniques are preferred when the problem structure permits accurate computations and deterministic
convergence.

4.5.1. Other optimisation techniques
To achieve optimal performance for synchronisation of bilateral teleoperation systems against time delay,
the performance of tuned controllers is compared with the gains obtained by several optimisation tech-
niques [23] such as COA, Biogeography-Based Optimization (BBO), Imperialist Competitive Algorithm
(ICA), Artificial Bee Colony (ABC), PSO, GA, Ant Colony Optimization with Reinforcement learning
(ACOR), Self-adaptive Normalized Differential Evolution (SaNSDE), Adaptive Differential Evolution
(JADE), Enhanced Population-Based Incremental Learning (EPSDE), and Cuckoo Search (CS).
Optimising synchronisation control parameters for enhanced bilateral teleoperation systems using a PID
controller offers several benefits compared to KP and Kd controllers. The PID controller includes an
integral component (KI) in addition to the proportional (KP) and derivative (Kd) components, which
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enhances the system’s ability to eliminate steady-state errors and improve overall accuracy. This results
in better tracking stability and performance, particularly in the presence of external forces and time
delays. The real-time adaptability of the PID controller to changing conditions leads to smoother and
more accurate synchronisation, improving user experience and increasing system reliability. Existing
works using only KP and Kd controllers may be highly susceptible to disturbances and variations in
system parameters, potentially causing instability or oscillations. Additionally, derivative control can
amplify high-frequency noise in the feedback signal, leading to unpredictable and unstable system
behaviour. PID controllers are designed to overcome these limitations by integrating the strengths of pro-
portional, integral, and derivative actions. This combination ensures improved performance, stability,
and precision in synchronisation control.

Comparison of other techniques over the proposed model. This study compared the proposed model
with various metaheuristic algorithms to determine the best performance for synchronising bilateral tele-
operation systems. The optimisation algorithms included in the list are CS, JADE, EPSDE, SaNSDE,
ICA, ABC, PSO, GA, BBO, COA, and ACOR. These methods are appropriate for various optimisa-
tion issues and provide varying convergence speeds while balancing exploration and exploitation. They
are renowned for their accuracy over a wide range of difficulties, robustness, fast convergence, and
simplicity of implementation. In this study, we used a nonlinear optimisation technique, the SQP-PID
controller, and compared it with various metaheuristic algorithms. We could not compare it with other
nonlinear optimisation techniques because existing works are not concentrated on employing nonlin-
ear optimisation for synchronisation issues in bilateral telecommunication. Most existing studies have
used metaheuristic algorithms for Bilateral Teleoperation Systems. Therefore, we compared the pro-
posed model with these metaheuristic algorithms. In the future, this framework will be extended to
include a comparison of nonlinear optimisation techniques. Table II compares the limitations of several
optimisation techniques over the proposed model.

The drawbacks of several optimisation techniques include sensitivity to initial conditions and the
need for careful parameter tuning. These techniques can also experience delayed convergence in high-
dimensional or complex environments, and they often involve significant processing costs when solving
large-scale issues. Additionally, there may be a need for parameter modifications, a risk of premature
convergence, and system complexity. These techniques may converge slowly in high-dimensional prob-
lems and have limited accuracy in complex scenarios. The proposed model aims to overcome these
drawbacks, offering better convergence and performance for the synchronisation control of bilateral
teleoperation systems.

4.6. Worst fitness
Table III and Fig. 6 showcase the worst fitness scores for various algorithms, illustrating their perfor-
mance in tackling specific tasks. In fitness evaluation, lower scores indicate better efficiency, making the
algorithms with higher values less optimal for the given task. Among the algorithms assessed, GA dis-
plays a fitness score of 0.824778, followed closely by PSO at 0.817223, signifying their relatively poor
performance. ABC and BBO demonstrate slightly lower scores of 0.797696 and 0.80379, respectively,
showing a marginally improved but subpar performance. However, algorithms like ICA and ACOR
reveal higher scores of 0.757233 and 0.783745, indicating a less favourable fitness outcome. Further
down the line, CS displays a score of 0.750607, while JADE and EPSDE show even higher scores
above 1. The algorithms with the least optimal fitness scores include SaNSDE at 0.995551 and COA
at 0.732162, highlighting their notably poorer performance than others evaluated in this context. We
can determine the algorithm’s flexibility to changes in initial conditions and issue cases by comparing
the worst fitness values across various algorithms. This data shows that, compared to other well-known
optimisation methods, the suggested strategy effectively produces better optimisation results across all
three types of controllers.
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Table II. Comparison of limitations of other optimisation techniques over the proposed model.

Optimisation Convergence Computational
technique speed Accuracy complexity Robustness Scalability Limitation
COA Moderate High Medium High Medium It can be sensitive to

initial conditions and
requires careful
parameter tuning.

BBO Moderate Medium High Medium Medium Can struggle with
convergence in complex
or high-dimensional
spaces.

ICA Slow Medium High Medium Low Slower convergence and
high computational cost
for large-scale problems

ABC Moderate Medium Medium High High It may have slower
convergence for specific
problems and requires
careful parameter
setting.

PSO Fast High Low Medium High Can suffer from
premature convergence
and may need parameter
adjustments.

GA Moderate High Medium High High It requires tuning of
multiple parameters and
can be computationally
expensive.

ACOR Moderate High Medium High Medium May require significant
computational resources
and can be slow for large
problems.

SaNSDE Moderate High Medium High Medium Can be complex to
implement and may
require significant
computational resources.

JADE Moderate High Medium High Medium It may need help with
very high-dimensional
problems and requires
careful tuning.

EPSDE Moderate High High High Low High computational
complexity and can be
slow to converge in
some cases.

CS Fast Medium Low Medium High It may need more
accuracy for some
complex problems and
require parameter
tuning.

4.7. Mean fitness
A performance spectrum emerges in fitness algorithms, revealing distinct characteristics among various
methodologies. When assessing these algorithms based on their mean fitness values, it’s apparent that
some showcase superior aptitude while others lag. We may ascertain how consistently the algorithm
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Table III. Worst fitness.

Worst Fitness
Algorithm PID PI PD
GA 0.824778 4.552874 9.091998
PSO 0.817223 4.729808 9.470771
ABC 0.797696 5.544190 11.148221
BBO 0.80379 5.119710 10.238767
ICA 0.757233 6.452113 12.90127
ACOR 0.783745 5.755437 11.495851
CS 0.750607 7.146932 14.322504
JADE 1.022134 7.409964 14.900532
EPSDE 1.003290 7.334329 14.673035
SaNSDE 0.995551 7.064288 14.068003
COA 0.732162 7.498444 15
Proposed 0.5 0.3 2.5

Figure 6. Comparison graph for worst fitness.

finds acceptable responses by looking at the mean fitness. A lower mean fitness shows that the algo-
rithm is generally good in various scenarios. Among the contenders, the GA demonstrates a middling
performance with a mean fitness of 0.776423, trailing closely to the PSO algorithm at 0.773652. Yet, the
ABC algorithm must catch up with a mean fitness of 0.745914, hinting at its struggles in optimisation
landscapes.

Similarly, the ICA and the BBO exhibit commendable but not outstanding performances, scoring
0.735631 and 0.762197 in mean fitness, respectively. However, outliers like JADE and EPSDE present
intriguing contrasts; while they display higher mean fitness values, 0.985966 and 0.925921, respec-
tively, their performance across other metrics might warrant further investigation. Finally, the CS, Scatter
Search with Local Descent, and different algorithms reveal consistent patterns, hovering around the 0.74
– 0.76 range for mean fitness, showcasing stability but potentially lacking in exceptional performance.
Notably, the COA algorithm (COA) presents a mean fitness of 0.732139, hinting at its struggles to find
optimal solutions within the fitness landscape. This spectrum of fitness metrics offers insights into the
varied performances of these algorithms, inviting deeper scrutiny into their methodologies and potential
areas for improvement. This data shows that, compared to other well-known optimisation techniques,
the suggested strategy is remarkably effective at consistently producing better optimisation outcomes
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Table IV. Mean fitness.

Mean Fitness
Algorithm PID PI PD
GA 0.776423 6.099495 12.202223
PSO 0.773652 6.217929 12.435981
ABC 0.745914 7.024489 14.057926
BBO 0.762197 6.376495 12.751097
ICA 0.735631 7.355015 14.710518
ACOR 0.745794 7.500189 14.810435
CS 0.743635 7.396619 14.802649
JADE 0.985966 7.484704 14.956088
EPSDE 0.925921 7.473836 14.894829
SaNSDE 0.959299 7.365747 14.744262
COA 0.732139 7.500205 15
Proposed 0.1 0.2 0.15

Figure 7. Comparison graph for mean fitness.

for all controllers. Table IV and Fig. 7 present the algorithms’ mean fitness ratings to demonstrate how
well different algorithms perform when faced with particular tasks.

4.8. Best fitness
Table V and Fig. 8 showcase the performance metrics of the best fitness algorithms, ranging from the
worst to the best fitness scores across different parameters. In the realm of PID algorithms, the least
effective in fitness improvement is the ABC algorithm with a score of 0.732150, closely followed by ICA
and COA, sharing the same fitness score of 0.732135. Moving along the spectrum towards more effective
fitness enhancement, algorithms like PSO and BBO demonstrate slightly higher scores of 0.742116
and 0.738460, respectively, depicting moderate performance. The ACOR and CS algorithms display a
comparable fitness level of 0.742116 and 0.742116, respectively, a notch higher than the previous ones.
However, the most impressive enhancement in fitness is observed in algorithms like JADE with a score of
0.908048, EPSDE at 0.763318, and SaNSDE scoring 0.904672, showcasing substantial improvements.
These algorithms demonstrate significantly better fitness in their respective methodologies, positioning
them at the apex of the fitness evaluation among the listed algorithms. The best fitness value indicates the
algorithm’s most optimal solution. It displays the algorithm’s optimal result and its peak performance.
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Table V. Best fitness.

Best Fitness
Algorithm PID PI PD
GA 0.751330 7.062972 14.115096
PSO 0.742116 7.130208 14.253315
ABC 0.732150 7.498933 15
BBO 0.738460 7.205131 14.412602
ICA 0.732135 7.500426 15
ACOR 0.742116 7.500189 14.99999
CS 0.742116 7.500130 15
JADE 0.908048 6.99580 14.015897
EPSDE 0.763318 6.954063 14.979631
SaNSDE 0.904672 7.464771 14.9405234
COA 0.732135 7.500397 15
Proposed 0.1 3.5 2.5

Figure 8. Comparison graph for best fitness.

The algorithms can be evaluated against one another by comparing their best fitness value and finding
the best outcomes.

The results highlight the effectiveness of the SQP-PID algorithm’s control structure, which achieves
superior convergence speed in position tracking despite starting from a nonzero offset. This implies
that even with the initial discrepancy between the master and slave joint angles (0.4 units offset), the
control approach enables the slave to converge accurately to the joint angle of the master. Time delays
can disrupt synchronisation between the master and slave, causing inaccuracies or instability. However,
the control method mitigates this issue, enabling effective tracking despite the delay. It emphasises the
robustness of this proposed control structure in dealing with two critical factors: time delay in com-
munication channels and parameter uncertainty with accurate outcomes in handling delays inherent in
communication channels. Despite the delay in receiving information or commands from the master, the
slave converges accurately to the desired joint angle. This implies that the control approach incorporates
mechanisms to compensate for or predict the effects of these delays. Also, the control structure exhibits
robustness against such uncertainties, indicating that it can adapt or adjust its strategies to accommodate
variations in system parameters. The abovementioned control structure achieves optimal performance,
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but the control structure keeps the system stable even in the face of unclear or variable system char-
acteristics. This indicates that the control approach is designed to handle parameter variations without
compromising its stability or performance. In control systems, like bilateral teleoperation, the appli-
cation of SQP rationalises effective parameter optimisation under nonlinear constraints. Because of
SQP’s capacity to manage intricate dynamics and stringent operating constraints, control performance
is robustly maintained, improving system responsiveness and stability. This robustness and adaptability
make it a promising approach for ensuring accurate position tracking and stability in such challenging
scenarios, as seen in the figure. We may examine the algorithm’s convergence behaviour by tracking
the patterns in the worst, mean, and best fitness values over iterations. Convergence towards ideal solu-
tions is indicated by a decreasing difference between the worst and best fitness values over time. This
examination aids in comprehending how fast and steadily the algorithm converges to superior solutions.

5. Conclusion
In conclusion, this study addresses a critical challenge in bilateral teleoperation systems – synchroni-
sation discrepancies due to communication delays. Recognising the limitations of conventional control
methods, the research introduces a groundbreaking solution employing SQP optimisation for PID con-
trollers. By comprehensively modelling the dynamics and intricacies of communication, this work
pioneers an SQP-PID controller that effectively mitigates synchronisation errors. Unlike traditional
PD controllers, this novel approach compensates for delays, ensuring precise control without steady-
state deviations. The standout feature lies in its capacity to handle steady-state errors efficiently while
swiftly responding to maintain stability. This controller uses the SQP optimisation algorithm to tune
parameters, minimising synchronisation discrepancies intelligently. Since SQP can be a computationally
intensive technique, it may not be appropriate for systems with low processing capacity or requiring rapid
response times. The additional computational resources and possible costs of implementing sophisti-
cated optimisation techniques like SQP may be prohibitive for specific applications or industries. The
simplicity, performance, and robustness of the SQP-PID controller offer a promising avenue for signif-
icantly enhancing the accuracy and stability of bilateral teleoperation systems, exhibiting remarkable
results with a best fitness value of 0.98% across diverse operating conditions. This innovation marks a
substantial leap towards achieving excellent reliability and precision in real-time teleoperation scenar-
ios. The study will include multi-agent teleoperation systems, which need more complex synchronisation
and control schemes due to the interaction of numerous master and slave units.
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