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ON THE DISTRIBUTION OF SUM OF INDEPENDENT 
POSITIVE BINOMIAL VARIABLES 

BY 

J. C. AHUJA 

1. Introduction. Let Xl9 X2,..., Xn be n independent and identically distributed 
random variables having the positive binomial probability function 

(1) f(x;p) = Qpx(l-py-*ll-(l-p)N
9 xeT 

where 0</?< 1, and T={19 2 , . . . , N}. Define their sum as Y=X± + X2 + • • • +Xn. 
The distribution of the random variable Y has been obtained by Malik [2] using 
the inversion formula for characteristic functions. It appears that his result needs 
some correction. The purpose of this note is to give an alternative derivation of the 
distribution of Y by applying one of the results, established by Patil [3], for the 
generalized power series distribution. The distribution function of Y is also found 
in an explicit form in terms of a linear combination of the incomplete beta functions. 

2. Distribution of sum. If we take /? = 0/1 + 0, the probability function (1) may 
be written as 

(2) / ( * ; 0 ) = Ç ) 0 W ) , xeT 

where g(0) = (l + 0)^—1. The binomial expansion of [g(6)]n in powers of 6 gives 

te(W = Ki+oy-ir 

= r|o(-ir
rÇ)(i+^r 

which, after changing the order of summation, becomes 

o) ««w-,![£(-!>•-GO* 
where the terms in the second summation are zero for r<y/N. Using the binomial 
coefficient identity (12.17) given by Feller [1, p. 65], it can be easily verified that 

,4<-"-(X'H 
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for y=09 1,...,« — 1, so that (3) reduces to 

(4> ^ • = , I L I „ ( - 1 ) - ' ( " ) ( T ) ] 9 * -
We now recall that the probability function (2) is a special case of the generalized 

power series distribution as defined by Patil [3] with range T and the series function 
g(0) = (l + d)N-1. So the result (7) of Patil [3] and the series expansion (4) provide 
us the distribution of Y as 

(5) h{y) = r2 (-Dn-r ( ^ ( ^ / [ ( l + ^ - i r 

for y=n, n+1,..., Nn, since the term in the summation is zero for r=0. Taking 
S=p/l —p in (5), we get the distribution of Y in the form 

(6) h(y) = r | (-1)"" ' Ç ) ( ^ ) ?(1 -pY*-»l[l - (1 -/>)"]» 

for y=n, n +1,..., Nn. Further, it may be easily seen that the distribution function 
of Y is obtained as 

p(y) = i - 2 + i { i ( - i ) n" r (%N
x
r) />*(*-P)Nn-x/[i-a-P)Nr} 

( 7 ) x=y+1 r = 1 

= 1_[1—(1 -p)*]-» | x ( - l ) n " r Q (1 - ^ ( n " % ( 7 + 1 , Mr-y) 

where /p(j>+1, Mr—y) is the incomplete beta function tabulated by Pearson [4]. 
It may be remarked that the distribution of Y obtained by Malik [2, p. 335] 

should read as 

(8) f(y) = " f br (N(H~r)) P»qNn-» 
r=o \ y 1 

for y = n, n+l9..., Nn, where ;?+tf=l, and er = (?)( - l ) r / ( l -^) n , which shows 
that (6) and (8) are identical. 
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