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Abstract

This work generalises the short resolution given by Pisón Casares [‘The short resolution of a lattice ideal’,
Proc. Amer. Math. Soc. 131(4) (2003), 1081–1091] to any affine semigroup. We give a characterisation of
Apéry sets which provides a simple way to compute Apéry sets of affine semigroups and Frobenius
numbers of numerical semigroups. We also exhibit a new characterisation of the Cohen–Macaulay
property for simplicial affine semigroups.
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1. Introduction

Let k be a field and let S be a finitely generated commutative submonoid of Zd such that
S ∩ (−S ) = {0}. There is a large literature on the study and computation of minimal free
resolutions of the semigroup algebra k[S] =

⊕
a∈S kχ

a (see, for example, [12] and the
references therein). Most works on this topic consider k[S] as a k[X](:= k[X1, . . . ,Xn])-
module with the structure given by k[X]→ k[S]; Xi 7→ χai , where {a1, . . . , an} is a
(fixed) system of generators of S.

In [13], Pisón Casares proposed a new and original resolution of k[S]. She
considered k[S] as a module over a polynomial ring in fewer variables determined
by the extreme rays of the rational cone generated by S and she explicitly constructed
a free resolution that she called the short resolution of k[S]. In her construction it
is implicitly assumed that the generators of S corresponding to extreme rays are Z-
linearly independent. This actually happens when the semigroup is simplicial.

The original aim of this work was to avoid the simplicial hypothesis on the
semigroup, by generalising the construction in [13]. However, during the course of
the work, we realised that some improvements can be made so that some results and
many of the proofs in [13] have been simplified.
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One of the original contributions of [13] is the explicit computation of test sets for
the Apéry sets of affine semigroups, using Gröbner basis techniques with respect to a
particular local term order. We improve this approach by obtaining a new and explicit
description of the Apéry sets without using the local term orders (Theorem 3.3). This
allows us to formulate an easy algorithm for the computation of Apéry sets of affine
semigroups and consequently an algorithm to compute the Frobenius number of a
numerical semigroup, as described in Section 3. Both algorithms seem to have a good
computational behaviour, and, moreover, our construction relies on the computation
of just one Gröbner basis with respect to a particular (global) term order.

In Section 4, we give a presentation of any semigroup algebra as a module over a
ring in as many variables as the dimension of the cone of the semigroup (Theorem 4.3)
without assuming that the semigroup is simplicial. This completes the construction
of the short resolution given in [13]. The results of Section 4, combined with our
computational description of the Apéry sets, lead to a new characterisation of the
Cohen–Macaulayness of simplicial affine semigroups (Corollary 4.7).

Finally, in the last section, we propose a new combinatorial description of
the resolution of a semigroup algebra given in [13] and we explicitly determine
the isomorphisms from the combinatorial side to the minimal generators for the
presentation given in Section 4.

2. Preliminaries

Given a finite subset A = {a1, . . . , an} of Zd, we consider the so-called affine
semigroup, the subsemigroup S = Na1 + · · · + Nan of Zd generated by A, where
N denotes the set of nonnegative integers. In particular, S is a finitely generated,
cancellative and commutative semigroup with zero element.

Associated toA is the surjective function

degA : Nn −→ S ; u = (u1, . . . , un) 7−→ degA(u) =

n∑
i=1

uiai.

This map is called the factorisation map of S and deg−1
A (a) is called the set

of factorisations of a ∈ S . Notice that the cardinality of deg−1
A (a) for a ∈ S is

not necessarily finite. The necessary and sufficient condition for the finiteness of
factorisations is that S ∩ (−S ) = 0 (see [1, Proposition 1.1]); equivalently,

u1a1 + · · · + unan = 0 for (u1, . . . , un) ∈ Nn =⇒ u1 = · · · = un = 0. (2.1)

Throughout this paper, we will assume thatA satisfies this condition.
Let k be a field. The map degA induces the surjective k-algebra homomorphism

ϕA : k[Nn] = k[X1, . . . , Xn] −→ k[S] :=
⊕
a∈S
k χa;

Xu := Xu1
1 · · · X

un
n 7−→ χdegA(u).

Observe that if we consider the grading on k[X1, . . . , Xn] given by deg(Xi) = ai for
i = 1, . . . , n, then ϕA is homogeneous of degree zero. Hence, both the toric ideal
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IA := ker(ϕA) and the coordinate ring k[S] � k[X1, . . . , Xn]/IA are homogeneous for
this S-grading, which is the grading determined byA.

In the following, unless stated otherwise, we set deg(Xi) = ai for i = 1, . . . , n. That
is to say, we will consider k[X] multigraded by the semigroup S.

The necessary and sufficient condition for the finiteness of factorisations assumed
above (see formula 2.1) implies that there exists a minimal S-graded free resolution of
k[S], which is defined by the property that all the differentials become zero when
tensored with k � k[X]/m, where m = 〈X1, . . . , Xm〉 (see [10, Section 8.3]). This
justifies the next definition.

Definition 2.1. The ith (multigraded) Betti number of k[S] in degree a is

βi,a(k[S]) := dimk Tork[X]
i (k, k[S])a.

3. Computation of Apéry sets

ForA = {a1, . . . , an} ⊆ Z
d satisfying (2.1), define the polyhedral cone ofA by

pos(A) := {λ1a1 + · · · + λnan | λ1, . . . , λn ∈ Q≥0} ⊂ Q
d.

Without loss of generality, by relabelling if necessary, we may assume that
pos(A) = pos({a1, . . . , ar}), where r ≤ n. Thus, in the following we will write
E = {a1, . . . , ar} and bi = ar+i, i = 1, . . . , s := n − r, so that

A = E ∪ B, (3.1)

where B := {b1, . . . ,bs}. This is called a convex partition in [4, Definition 4.1].

Observation 3.1. If S is a simplicial semigroup, that is, if pos(A) can be generated
by dimQ(pos(A)) elements of A, we may take r = rank(ZA) = dimQ(pos(A)), where
ZA denotes the subgroup of Zd generated by A. In this case, (3.1) is also called a
simplicial partition.

Let S be the semigroup generated byA and let k[Y] and k[Y,Z] be the polynomial
rings in r and n variables, respectively, over a field k.

Let ≺ be the monomial order on k[Y, Z] defined as follows: Yv′Zu′ ≺

YvZu if and only if the leftmost nonzero entry of degA(u, v) − degA(u′, v′) is
positive or degA(u, v) = degA(u′, v′) and Yv′Zu′ ≺revlex YvZu, where ≺revlex is a
reverse lexicographic ordering on k[Y, Z] such that Yi ≺ Z j for each i = 1, . . . , r
and j = 1, . . . , s. By abuse of terminology, we will say that ≺ is an S-graded reverse
lexicographic monomial order on k[Y,Z] such that Yi ≺ Z j for each i = 1, . . . , r and
j = 1, . . . , s.

Set ϕA : k[Y,Z]→ k[S]; YvZu 7→ χdegA(v,u) and let G≺(IA) be the reduced Gröbner
basis of IA = ker(ϕA) with respect to ≺. We will write Q for the exponents of the
standard monomials in the variables Z1, . . . ,Zs, that is,

Q = {u ∈ Ns | Zu < in≺(IA)},

where in≺(IA) denotes the monomial ideal generated by all the leading terms of IA
with respect to ≺ (see [10, page 24]).
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Proposition 3.2. The set Q is finite.

Proof. Since b j ∈ pos(A) = pos({a1, . . . , ar}), there exist u j, v1 j, . . . , vr j ∈ N such that
u jb j =

∑r
i=1 vi jai for j = 1, . . . , s (that is, Zu j

j − Yv1
1 · · · Y

vr
r ∈ IA for each j). Therefore,

Zu′ ∈ in≺(IA) for every u′ ∈ Ns whose jth coordinate is larger than u j for some
j = 1, . . . , s. �

We recall that the Apéry set, Ap(S , E), of S relative to E is defined as

Ap(S , E) = {a ∈ S | a − e < S for all e ∈ E}.

Our main result in this section improves [13, Lemma 1.2]. We explicitly describe a
bijection fromQ to Ap(S ,E), in contrast to [13], where the given map is not necessarily
bijective, as pointed out in [13, page 1083] after the definition of Ψ0. Moreover, we
consider a global monomial ordering (the least monomial is 1) instead of a local
ordering (the biggest monomial is 1), as suggested in [13, top of page 1083]. All this
will have important consequences for the forthcoming constructions.

Observe that the natural injection ι : Ns ↪→ Nn; u 7→ (0, u) allows us to restrict
degA ◦ ι(−) to Q.

Theorem 3.3. The restriction of degA ◦ ι(−) to Q defines a bijection Q→ Ap(S , E).

Proof. Let u ∈ Q and set q = degA(ι(u)). If q < Ap(S ,E), then there exists i ∈ {1, . . . , r}
such that q − ai =

∑r
i=1 viai +

∑s
j=1 w jb j ∈ S . Thus, we have a binomial Zu − YiYvZw ∈

IA. Since the monomials Zu and YiYvZw are distinct and YiYvZw ≺ Zu because Yi

divides YiYvZw, we conclude that u < Q, which is a contradiction. Therefore, the image
of the restriction of degA ◦ ι(−) to Q lies in Ap(S , E).

Consider now q ∈ Ap(S , E). Then q admits a factorisation q =
∑s

i=1 vibi. The
remainder of the division of Zv (where v = (v1, . . . , vs) ∈ Ns) by G≺(IA) is a monomial
Zu of S-degree q which does not lie in in≺(IA). Hence, u ∈ Q and degA(ι(u)) = q,
which proves the surjectivity of our map.

Finally, in order to prove that degA(ι(u)) = degA(ι(v)) implies that u = v, it suffices
to observe that f := Zu − Zv ∈ IA. So, if u , v, then in≺( f ) = Zu (or in≺( f ) = Zv), that
is, u < Q (or v < Q), which leads us to a contradiction. �

Notice that Theorem 3.3 gives an easy algorithm for the computation of Apéry sets.
A similar algorithm, based on a purely semigroup approach, can be found in [9].

In the particular case when S is a numerical semigroup (that is, S is a submonoid
of N with finite complement in N), Theorem 3.3 gives an algorithm for computing
the Frobenius number, g(S), of S (that is, the greatest natural number not belonging
to S). It suffices to recall the well-known formula due to Apéry (see, for example,
[8, Proposition 10.4]) that

g(S) = max{Ap(S , a1)} − a1

and the fact that any nonzero element of a numerical semigroup generates the
corresponding polyhedral cone in Q.
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Morales and Dung [11] recently gave an algorithm for the computation of the
Frobenius number using similar arguments. Similar techniques were used by Einstein
et al. [7] and Roune [14] to give sophisticated algorithms for the computation of the
Frobenius number of a numerical semigroup. However, in these papers the important
role of the Apéry sets is not observed.

Example 3.4. The following example is taken from [5]. LetA = {8,11,18} and let ≺ be
the S-graded reverse lexicographic monomial order on k[Y, Z1, Z2] with Y ≺ Z2 ≺ Z1.
Using Singular [6], we computed the reduced Gröbner basis of IA ⊆ k[Y, Z1, Z2] with
respect to ≺:

G≺(IA) = {Z2
1Z2 − Y5,Z4

1 − Z2
2Y,Z3

2 − Z2
1Y4}.

Clearly, Q = {1,Z1,Z2,Z2
1 ,Z1Z2,Z2

2 ,Z
3
1 ,Z1Z2

2} and

Ap(S , {8}) = degA(Q) = {0, 11, 18, 22, 29, 36, 33, 47}.

In this case, the Frobenius number is 47 − 8 = 39.
The whole process can be automated easily, as the following Singular code shows.

LIB "toric.lib";

LIB "general.lib";

intmat A[1][3] = 18,11,8;

ring r = 0, (Z(1..size(A)-1), Y), dp;

ideal i = toric_ideal(A,"hs");

ring s = 0, (Z(1..size(A)-1), Y), wp(A);

ideal i = imap(r,i);

ideal m = lead(std(i));

ideal Q = kbase(std(m+Y));

int n;

intmat Ap[1][size(Q)];

for (n = 1; n <= size(Q); n = n + 1)

{Ap[1,n] = A*intmat(leadexp(Q[n]));}

int g = sort(intvec(Ap))[1][size(Q)]-A[1,size(A)];

g;

The first author and Moreno have written a function in Singular [6] to compute
the Apéry set and the Frobenius number of a numerical semigroup. The library is
available at http://matematicas.unex.es/∼ojedamc/inves/apery.lib. Using this library,
we computed the Frobenius number of the numerical semigroup in [11, Example 5.5]
in less than 0.6 seconds with an Intel c© CoreTM i5-2450M CPU @ 2.50 GHz × 4.

Morales provides a program called Frobenius-public.exe for computing the
Apéry set and the Frobenius number of a numerical semigroup on his web page,
https://www-fourier.ujf-grenoble.fr/∼morales/. This software uses the algorithms
presented in [11]. We have used this program and the library apery.lib to compare
the computational behaviour of our algorithms and the algorithms in [11]. The
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algorithms behave similarly, but for numerical semigroups with large Frobenius
number our algorithm may be a little better. For example, the Frobenius number of the
semigroup generated by {1051, 1071, 1087, 1099, 1129, 1139, 1199, 1207, 1211, 1213,
3331, 4325, 5511, 10311, 11421} is 11703. The program apery.lib needs one second
to compute its Apéry set and Frobenius number, while Frobenius-public.exe
needs approximately 15 seconds.

4. Pisón’s free resolution

We keep the notation of the previous section. Let SE be the subsemigroup of S
generated by E and set

k[SE] :=
⊕
a∈SE

kχa.

The composition k[Y]
ϕE
−→ k[SE] ↪→ k[S] defines a natural structure of a k[Y]-module

on k[S].
Obviously, k[Y] is multigraded by S. So, there exists a minimal S-graded free

resolution of k[S] as a k[Y]-module (see [10, Section 8.3]). In order to compute this
resolution effectively, an S-graded presentation of k[S] as a k[Y]-module is required.

Proposition 4.1. The set {Zu | u ∈ Q} is a minimal system of generators of k[S] as a
k[Y]-module.

Proof. Since k[S] � k[Y,Z]/IA, the result follows from the definition of Q. �

Remark 4.2. Note that S is a simplicial semigroup if and only if ISE = IS ∩ k[Y] = 0.
In this case, ϕE is an isomorphism. This condition on S is implicitly assumed in
[13, Section 1].

In order to give an S-graded presentation of k[S] as a k[Y]-module in the general
setting, we first orderQ lexicographically. There is a bijection σ from {1, . . . , β0 := #Q}
to Q. Next, we define the surjective k[Y]-module homomorphism

ψ0 : k[Y]β0 −→ k[S]

with ψ0(εi) = Zσ(i), i = 1, . . . , β0, where {ε1, . . . , εβ0} is the canonical basis of k[Y]β0 .
Let YvZu −Yv′Zu′ be an element of G≺(IA) whose leading term is YvZu with v , 0

and u , 0. First of all, we notice that v′ , 0, which implies that Zu and Zu′ ∈ Q.
Moreover, since no variable is a zero divisor modulo IA (because IA is a toric
ideal), we see that u , u′, because otherwise we would conclude that Yv − Yv′ ∈ IA,
in contradiction with the reducibility of G≺(IA). Now, for each w ∈ Ns such that
Zu+w ∈ Q, consider the remainder, Yw′Zu′′ , of Zu′+w on division by G≺(IA) (which
may be Zu′+w itself) and define the element f ∈ k[Y]β0 whose σ−1(u + w)th and
σ−1(u′′)th coordinates are Yv and −Yv′+w′ , respectively, and zeros elsewhere. Observe
that ψ0(f) = 0. Let

M′ = {f1, . . . , fβ′0} ⊂ k[Y]β0 (4.1)
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be the set of elements of k[Y]β0 defined as above and let M′ be the β0 × β
′
0 matrix

whose columns are f1, . . . , fβ′0 .
If ISE , 0, then there exists YvZu − Yv′Zu′ ∈ G≺(IA) whose leading term is YvZu

with v , 0 and u = 0. In particular, u′ = 0; otherwise the leading term would be Yv′Zu′ .
This is the case that is not considered in [13]; observe that if S is not simplicial, then
ISE , 0 and, if S is simplicial andA = E ∪ B is a simplicial partition, then ISE = 0.

Let {g1, . . . , gt} ⊂ k[Y] be a (minimal) system of binomial generators of ISE and
define the k[Y]-module generated by the columns of the matrix

N = 1β0 ⊗ (g1 · · · gt),

where 1β0 denotes the identity matrix of size β0 and ⊗ denotes the Kronecker product
of matrices.

Set β1 = β′0 + t · β0. Clearly, M := (M′|N) defines a homomorphism of free k[Y]-
modules, say ψ1 : k[Y]β1 → k[Y]β0 , such that im(ψ1) ⊆ ker(ψ0). If ISE = 0, we take
t = 0 and M = M′ (this is the case in [13, Section 1]).

Theorem 4.3. With the notation above, im(ψ1) = ker(ψ0) and coker(ψ1) �k[Y] k[S], that
is, ψ1 is a presentation of k[S] as a k[Y]-module.

Proof. By construction, it suffices to prove that im(ψ1) ⊇ ker(ψ0).
Let f1, . . . , fβ0 ∈ k[Y] be such that f = ( f1, . . . , fβ0 )> ∈ ker(ψ0), where > denotes the

transpose. By hypothesis, f =
∑β0

i=1 fiZσ(i) ∈ IA. Without loss of generality, we may
suppose that fiZσ(i) is homogeneous of S-degree a for every i = 1, . . . , β0.

If f , 0, then its leading term is Yv′Zu′ with v′ , 0 and u′ = σ(i) for some i. Let
g ∈ G≺(IA) be an element whose leading term, YvZu, divides Yv′Zu′ .

If u , 0, let w = u′ − u and consider the element f j ∈ M
′ corresponding to g and

w. In this case, f − ψ1(ε j) := ( f ′1 , . . . , f ′β0
)> ∈ ker(ψ0), where ε j is the jth vector of the

canonical basis of k[Y]β1 , and the leading term of f ′ =
∑β0

j=1 f ′j Z
σ(i) is less than the

leading term of f .
On the other hand, if u = 0, then g = Yv −Yv′′ ∈ ISE . Therefore, g =

∑t
j=1 h jg j. Let H

be the t × β0 matrix whose ith column is (h1 · · · ht)> and define hi =
(

0
vec(H)

)
∈ k[Y]β1 ,

where vec(−) denotes the vectorisation operator and 0 is a vector of zeros. Clearly,
f − ψ1(hi) = ( f ′1 , . . . , f ′β0

)> ∈ ker(ψ1) and the leading term of f ′ =
∑β0

j=1 f ′j Z
σ(i) is less

than the leading term of f .
Repeat the process on ( f ′1 , . . . , f ′β0

)> and so on. In each step the leading term of the
corresponding polynomial in k[Y,Z] decreases, so the process must terminate. �

Recall that an S-graded free resolution of coker(ϕ1) as a k[Y]-module is an acyclic
complex of length t ≤ r, namely

P : k[Y]βt
ψt
−→ · · · −→ k[Y]β1

ψ1
−→ k[Y]β0 −→ coker(ψ1),

where the maps are all homogeneous of S-degree 0. Since, by Theorem 4.3,
coker(ψ1) �k[Y] k[S], we callP a Pisón’s free resolution of k[S]. Both the isomorphism
and ψ1 are given explicitly, so this resolution can be effectively computed.
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Corollary 4.4. With the notation above, if ZB, the subgroup of Zd generated by B, is
contained in SE ∪ (−SE), then the ith map in the Pisón’s free resolution of k[S] can be
taken to be the direct sum of #Q copies of the ith map in a minimal free resolution of
k[SE] for every i > 0.

Proof. We claim that the set M′ defined in (4.1) is empty. Otherwise, there exists
YvZu − Yv′Zu′ ∈ G≺(IA) whose leading term is YvZu with v , 0 and u , 0. Since∑s

i=1(ui − u′i)bi ∈ ZB, by hypothesis, there exist wi ∈ N, i = 1, . . . , r, such that∑s
i=1(ui − u′i)bi = ±

∑r
i=1 wiei. Therefore, either

∑s
i=1 uibi +

∑r
i=1 wiei =

∑s
i=1 u′ibi or∑s

i=1 uibi =
∑s

i=1 u′ibi +
∑r

i=1 wiei, that is, either Zu′ − YwZu ∈ IA or Zu − YwZu′ ∈ IA,
in contradiction with the reducibility of G≺(IA). �

The above condition is not necessary, as the following example shows.

Example 4.5. Let

A =


3 1 1 1 2 4 1
1 3 1 1 0 0 1
1 1 3 1 4 2 2
1 1 1 3 0 0 2


and consider the subsemigroup S of N4 generated by the columns, a1, . . . , a6 and
b, of A. Set A = {a1, . . . , a6, b} and E = {a1, . . . , a6}. Clearly, pos(A) = pos(E) and
ZB = Zb * SE ∪ (−SE). The ideal IA ⊆ k[Y1, . . . , Y6, Z] is equal to 〈Z2 − Y3Y4〉 + ISE .
Therefore, Q = {0, 1},

M =

(
g1 g2 g3 g4 0 0 0 0
0 0 0 0 g1 g2 g3 g4

)
,

where

{g1 = Y1Y5 − Y3Y6, g2 = Y1Y3
3 − Y2Y4Y2

5 , g3 = Y2
1 Y2

3 − Y2Y4Y5Y6, g4 = Y3
1 Y3 − Y2Y4Y2

6 }

is a minimal system of generators of ISE . We conclude that the Pisón’s free resolution
of k[S] is

0→ k[Y]2 φ3⊕φ3
−→ k[Y]8 φ2⊕φ2

−→ k[Y]8 φ1⊕φ1
−→ k[Y]2 ψ0

−→ k[S],

where
0→ k[Y]

φ3
−→ k[Y]4 φ2

−→ k[Y]4 φ1
−→ k[Y]

ϕE
−→ k[SE],

is a minimal free resolution of k[SE].

Lemma 4.6. With the notation above, depthk[Y,Z](k[S]) = depthk[Y](k[S]).

Proof. Since we are assuming that S ∩ (−S ) = 0, both k[Y, Z] and k[Y] can be
regarded as local rings with maximal ideals 〈Y1, . . . , Yr, Z1, . . . , Zs〉 and 〈Y1, . . . , Yr〉,
respectively, because of the grading given by the semigroup S. Clearly, the natural
projection k[Y,Z]→ k[Y] is an homomorphism of local rings. So, our claim follows
from [3, Exercise 1.2.26(b)]. �
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Corollary 4.7. With the notation above, if S is a simplicial semigroup, then k[S] is
Cohen–Macaulay if and only if the generators of in≺(IS ) do not depend on Y1, . . . ,Yr.

Proof. Since S is simplicial, we may assume that dim(pos(A)) = r (see
Observation 3.1), so the Krull dimension of k[S] equals r (see the proof
of [10, Proposition 7.5]). Therefore, k[S] is Cohen–Macaulay if and only if
depthk[Y,Z](k[S]) = r. Now, since depthk[Y,Z](k[S]) = depthk[Y](k[S]) by Lemma 4.6
and k[Y] = k[SE] because ISE = 0 (see Remark 4.2), from the Auslander–Buchbaum
formula it follows that k[S] is Cohen–Macaulay if and only if the projective dimension
of k[S] as a k[Y]-module is 0. Equivalently,

ψ0 : k[Y]#Q �k[Y] k[S],

which means that in≺(IS ) is minimally generated in k[Z], as we can deduce from our
construction. �

Example 4.8. Let

A = {(6, 1), (6, 2), (6, 3), (7, 2), (7, 3), (8, 2), (8, 3), (9, 3), (10, 3)} ⊂ Z2

and k[Y,Z] = k[Y1, Z1, Y2, Z2, . . . , Z7]. Let ≺ be the S-graded reverse lexicographic
term ordering on k[Y,Z] such that Y1 ≺ Y2 ≺ Z1 ≺ · · · ≺ Z7. The computation of the
minimal system of generators of in≺(IA) can be done with Singular [6].

LIB "toric.lib";

option(redSB);

intmat A[2][9] = 6,6,6,7,7,8,8,9,10,

1,3,2,2,3,2,3,3,3;

intmat B[9][9] = 6,6,6,7,7,8,8,9,10,

1,3,2,2,3,2,3,3,3,

-1,0,0,0,0,0,0,0,0,

0,-1,0,0,0,0,0,0,0,

0,0,0,0,0,0,0,0,1,

0,0,0,0,0,0,0,1,0,

0,0,0,0,0,0,1,0,0,

0,0,0,0,0,1,0,0,0,

0,0,0,0,1,0,0,0,0;

ring r = 0, (Y1,Y2,Z1,Z2,Z3,Z4,Z5,Z6,Z7), dp;

ideal i = toric_ideal(A,"hs");

ring s = 0, (Y1,Y2,Z1,Z2,Z3,Z4,Z5,Z6,Z7), M(B);

ideal i = imap(r,i);

i = groebner(i);

ideal m = lead(i);

Now, since in≺(IA) = 〈Z2
1 , Z1Z2, Z1Z3, Z2

2 , Z1Z4, Z2Z3, Z1Z5, Z2
3 , Z2Z4, Z2Z5, Z1Z6, Z3Z5,

Z2
4 ,Z2Z6,Z1Z7,Z2

5 ,Z3Z6,Z2Z7,Z3Z7,Z4Z7,Z2
6 ,Z5Z7,Z6Z7,Z2

7 ,Z4Z5Z6〉, by Corollary 4.7,
we conclude that the semigroup algebra of the subsemigroup of Z2 generated by A is
Cohen–Macaulay.
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As a consequence of Corollary 4.7, we obtain a formula for the Castelnouvo–
Mumford regularity of IS in terms of the set Q when S is a simplicial semigroup
and k[S] is Cohen–Macaulay.

Corollary 4.9. With the notation above, if S is a simplicial semigroup, k[S] is Cohen–
Macaulay and IS is homogeneous for the standard grading, then the Castelnouvo–
Mumford regularity of IS is

reg(IS ) = max
{ r∑

i=1

ui

∣∣∣∣∣ degA(u) ∈ Q
}
.

Proof. By the proof of Corollary 4.7, k[Y]#Q �k[Y] k[S]. Now the corollary is a
particular case of [2, Theorem 16]. �

5. Combinatorial description

We end this paper by giving a new combinatorial description of Pisón’s resolution.
Again, we keep the notation of the previous sections.

Let
P : k[Y]βt

ψt
−→ · · · −→ k[Y]β1

ψ1
−→ k[Y]β0

ψ0
−→ k[S]

be an S-graded free resolution of k[S] as a k[Y]-module, that is, a Pisón’s free
resolution of k[S]. LetmE be the irrelevant ideal of k[Y], Mi = ker(ψi), i = 0, . . . , t, and
Wi(a) = (Mi/mE Mi)a, with a ∈ S . Since Wi(a) � Tork[Y]

i (k, k[S])a, the ith Betti number
of k[S] of degree a is dimk(Wi(a)). Thus,

βi =
∑
a∈S

dimk(Wi(a)) for i = 0, . . . , t.

The abstract simplicial complexes

Ta =

{
F ⊆ E

∣∣∣∣ a −∑
e∈F

e ∈ S
}

were introduced in [4] and used in [13] to describe the combinatorics of P. The
following result holds without assuming that S is simplicial.

Proposition 5.1 [13, Proposition 2.1]. For every a ∈ S and i ∈ {0, . . . , t},

H̃i(Ta) � Wi(a),

where H̃i(−) denotes the ith reduced homology k-vector space of Ta.

Given a ∈ S , we define

Ca = {Yv ∈ k[Y] | degA((v,u)) = a for some u ∈ Q}.

Let Γa be the abstract simplicial complex with vertex set Ca defined by

Γa = {F ⊆ Ca | gcd(F) , 1}.
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Theorem 5.2. For every a ∈ S and i = {0, . . . , t},

H̃i(Γa) � H̃i(Ta).

Proof. First, we claim F ∈ Ta if and only if there exists Yv ∈ Ca with supp(Yv) ⊇ F.
Indeed, if F ∈ Ta, then a −

∑
e∈F e ∈ S , that is, there exists Yv′ with degA((v′, u)) = a

for some u ∈ Ns. Now, by taking the remainder of Zu on division by G≺(IA),
we obtain a monomial YwZu′ with u′ ∈ Q. Therefore, Yv′+w ∈ Ca and supp(Yv′+w) ⊇
supp(Yv′) ⊇ F. Clearly, by definition, the opposite implication is true.

Now, for each Yv ∈ Ca, define the simplicial complex Kv = P(supp(Yv)) to be the
full subcomplex of Ta whose vertex set is supp(Yv).

By the claim above, Ta =
⋃

Yv∈Ca Kv. So, by definition, Ka := {Kv | Yv ∈ Ca} is a
cover of Ta. Moreover, since

⋂q
i=1 Kvi , ∅ if and only if gcd(Yv1 , . . . ,Yvq ) , 1, by

definition again, Γa is the nerve of Ka. (For the definitions of cover and nerve, see
[10, page 94].) Finally, since each nonempty finite intersection,

⋂q
i=1 Kvi , is a full

simplex, it is acyclic. Thus, by the nerve lemma (see [10, Lemma 5.36]), we conclude
that H̃i(Γa) � H̃i(Ta). �

From the proof of Theorem 5.2, it follows that if Γa is disconnected, we may choose
Yv,Yv′ ∈ Ca in different connected components of Γa so that YvZu − Yv′Zu′ ∈ IA for
some u and u′ ∈ Q. Now, with the same notation as in Section 2, suppose that the
σ−1(u)th and σ−1(u′)th coordinates of f ∈ k[Y]β0 are Yv and −Yv′ , respectively, and all
other coordinates are zero. The case u = u′ is not avoided. In this case, by construction,
the only nonzero entry of f is a minimal generator of ISE in position σ−1(u). Putting
this together with the construction of the presentation of k[S] as a k[Y]-module given
in Section 2 shows that the isomorphisms H̃0(Γa) � W0(a) are explicitly described for
every a ∈ S .

Finally, we give the explicit relation between the Betti numbers of the S-graded
minimal free resolution of k[S] and Pisón’s free resolution of k[S]. Recall that
βi,a(IA) = βi+1,a(k[S]) for every i ≥ 0.

Corollary 5.3. If β̄i,a(IA) and βi,a(k[S]) respectively denote the ith Betti number of
IA ⊆ k[Y,Z] and the ith Betti number of k[S] as a k[Y]-module, both in degree a, then

β̄i,a(IA) = 0 =⇒ βi−#F,a−
∑

j∈F⊆B b j (k[S]) = 0

for every F ⊆ B with #F ≤ i + 1.

Proof. For each l ≥ 0, let D(l) = {a′ ∈ S | dim H̃l(Ta) = βl,a′(k[S]) , 0} and, for each
l ≥ 0, let Ci = {a ∈ S | a −

∑
j∈F b j ∈ D(i − #F) for some F ⊆ B with #F ≤ i + 1}.

By [4, Proposition 3.3] and [10, Theorem 9.2], if β̄i,a(IA) = 0, then a < Ci for any
i ≥ 0 and our claim follows. �
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Universidad de Extremadura, E-06071 Badajoz, España
e-mail: ojedamc@unex.es

A. VIGNERON-TENORIO, Departamento de Matemáticas,
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