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POSITIVE FINITE ENERGY SOLUTIONS 
OF CRITICAL SEMILINEAR ELLIPTIC PROBLEMS 

EZZAT S. NOUSSAIR, CHARLES A. SWANSON AND YANG JIANFU 

1. Introduction. Existence theorems and asymptotic properties will be obtained 
for boundary value problems of the form 

f —AM = p(x)uT +f(x, u), x G £1 
( L 1} \ u(x) > 0, x G Q, u G D*'2(ft) 

in an unbounded domain £1 C RN(N > 3) with smooth boundary, where À denotes the 
TV-dimensional Laplacian, r — (N + 2)/ (N — 2) is the critical Sobolev exponent, and 
DQ 2 (Q) is the completion of CQ°(Q) in the L2(£2) norm of | VM| . Detailed hypotheses on 
the functions/?: Q —• R+ and/: (Q \ {0}) x R ^ R + will be listed in §2, where R+ = 
[0,oo)and£2 = ŒU3Q; d£l is understood to be void if Q, = R^.Inparticular,/(;c, u) will 
be assumed to be a more slowly growing nonlinearity than ur, i.e., limu_>ooW~T/0c, u) — 0 
uniformly in £1. 

Critical semilinear elliptic equations arise from widely diverse problems in differen­
tial geometry, quantum physics, astrophysics, and other scientific areas. Many of these 
problems are set in unbounded domains £1, causing mathematical difficulties from the 
lack of compactness of associated functionals and embeddings. Some examples are the 
Yamabe problem for prescribed scalar curvature [18, pp. 171-185 and references 
therein], the Yang-Mills equation in nonlinear field theory [23], the Eddington-Matukuma 
model in astrophysics [ 15,20], and many variational problems related to Sobolev, isoperi-
metric, and trace inequalities [18]. 

If the perturbation term/(;c, u) is deleted, problem (1.1) generally has no solution; 
for example, Proposition 6.1 shows that no solution exists if p(x) is nonconstant with 
x - (Vp)(x) either nonnegative or nonpositive in R^. If the perturbation is linear of type 
\q(x)u, solutions exist only for A in some finite positive interval; such problems in var­
ious geometric structures were treated in depth by Benci and Cerami [2], Brezis and 
Nirenberg [5], Egnell [8, 9], Escobar [12], Guedda and Veron [14]; accordingly we do 
not consider them here. Our objectives and methods also are not of the type in [4, 7, 13, 
15, 20, 21, 24], mostly concerning bounded domains and/or radial coefficients. 

One of our primary goals is to obtain solutions with the asymptotic behaviour u(x) — 
0(|x\2~N) as |JC| —* oo. This sharp asymptotic decay law is important for various appli­
cations, e.g., to obtain a solution of Matukuma's equation corresponding to finite total 
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CRITICAL SEMILINEAR ELLIPTIC PROBLEMS 1015 

mass of a globular star structure. We note that the classical one-instanton solution of the 
Yang-Mills equation has this asymptotic decay at oo, as indicated in (7.7). 

In particular, our results apply to the prototype problem 

J -Aw = p(x)uT + <7(x)w7, x e Q, 

[ u > 0 in fl, u G Dl
0>

2(Q) 

under the following conditions: 
(Ai) 1 < 7 < r if TV > 4; 3 < 7 < 5 if N = 3. 
(A2) p(x) is nonnegative and bounded in Ù. 
(A3) q(x) is nonnegative and locally bounded in Ù \ {0},q(x) = ^(|JC|M) as |JC| —• 0, 

and q{x) — o(\x\u) as |JC| —> 00 for constants p, and v satisfying — 2 < v < p < 0, 
7 < ( N + 2)/(7V-2),and 

„ ^x JV+2*/ + 2 N+2u + 2 
(1.3) < 7 < . 
v } N-2 ~ ~ N-2 

(A4) There exists a bounded domain G C Q and JCOGG such that q(x) > 0 on G and 

(1.4) 0 <p(xo) = supp(x) = supp(x) = HPIIOO, 

(1.5) /?(JC) =/?(xo) + 0(|x — xo\2) nearxo. 

THEOREM 1.1. Conditions (A\)-(À4) imply that problem (1.2) has a weak solution 
u(x) in Q. such that u(x) = 0(|x|2_yv) as \x\ —> 00 uniformly in Q. If in addition in{xec q(x) 
is sufficiently large, the same conclusion extends to all 7 G (1,5), TV = 3. 

Theorem 1.1 is a specialization of our main Theorem 5.1 to the prototype (1.2). The 
necessity of conditions (Ai)-(A4) is indicated in §3 and §6. 

§7 contains an extension of Theorem 1.1 to a critical problem (7.1) with a singularity 
in both the critical term and the subcritical perturbation. 

The Referee has suggested the interesting problem of obtaining an analogue of The­
orem 1.1 under alternatives to hypothesis (A4) for which supnp is not attained in CI. We 
note that additional structure conditions on p would be necessary, as demonstrated by 
Ding and Ni [7, Theorem 5.13] in the radial case; in particular, no positive solution of 
(1.1) exists in R^ if p is radial and increasing for large |x| and q is identically zero. For a 
bounded domain Q, however, Escobar [12, Theorem 3.1, Conditions (3.2), (4.2)'] allows 
p to have a maximum at a boundary point XQ provided all partial derivatives of p up to 
appropriate order (depending on N) vanish at XQ. 

Our procedure is to first establish local solutions uk(x) in bounded subdomains Qk 

of £1 via the mountain pass theorem of Ambrosetti and Rabinowitz [1], and then show 
convergence of {uk(x)} in a suitable topology to a positive solution of (1.1) in ft. §2 
contains preliminary material including the hypotheses for 1.1, some known theorems to 
be applied later, and a sketch of our method. §3 contains a crucial estimate needed for the 
mountain pass theorem and some consequences of this estimate. §4 is a verification that 
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the functional used in the mountain pass theorem satisfies a Palais-Smale compactness 
condition. The main existence theorem for (1.1) is proved in §5. 

It would be desirable to carry out the proof directly in Q, thereby removing the need 
to consider the sequence of problems (2.3)* (although (2.3)* has independent interest, as 
indicated by Remark 5.4). Our proof in §5 appeals to the Stampacchia maximum principle 
for weak solutions w* G WQ,2(Q*) of —Auk > 0 in order to establish the nonnegativity of 
local solutions uk in Çlk. A direct global approach would require a suitable replacement 
of this maximum principle for weak solutions u G DQ 2(Q). 

We are grateful to the Referee for his interesting comments and suggestions. 

2. Preliminaries. We use the notation Qr = QnBr(0) and O.^ — Q, for conve­
nience, where Br(x) is the ball in R^ of radius r centred at x. The standard norm in LP(B) 
will be denoted by || \\PiBtp >\,BCRN. The Sobolev space Er = D^2{Çlr) is defined as 
the completion of C£°(£2r) in the norm || | Vw| ||2,Qr, 0 < r < oo. 

The hypotheses for (1.1) are as follows: 
(Hi) p: Û —• R+ is bounded and (1.4), (1.5) hold for some bounded domain G c Q 

and some xç> G G. 
(H2)/: (Ù \ {0}) x R+ —> R+ is nontrivial,/(jc, •): R+ —• R+ is continuous for almost 

all x G Ù, and 
m 

/(*, u)<J2 <?/(•*)"7°\ x G ft, u > 0 
7=1 

for nonnegative locally bounded functions qj in Ù \ {0} such that qj(x) = o(\x\^) as 
|JC| —• 0 and qj(x) = o(\x\u) as |JC| —> 00,7 = l , . . . ,ra, for constants \i G (—2,0],?/, and 
7(/) satisfying (1.3). 

(H3) F(JC,0 < (7 + l)~ltf(x,t) for all x G Q, t > 0, where 7 = min1</<m7(/) and 
F(xj) = Ûf(x,s)ds. 

(H4) There exists a nonnegative function /i such that/(x, u) > h(u) for all u > 0 and 
a.e. in G, where the primitive H(u) = JQ /I(0 dt satisfies 

(2.1) limeM f H\(^—A
 2 l** - 1 * = +00, and 

M = max{N-2,2} , N > 3. 

For the prototype (1.2) it is clear that (H4) holds since (7 + \){N - 2) > 2M under 
condition (Ai) for (1.2), and q(x) > qo > 0 in G by condition (A4). 

Since only positive solutions of (1.1) are under consideration, we define/(JC, u) = 0 
if u < 0 and W+(JC) = max{w(jc), 0}. Let Jr be the functional on Er defined by 

r r 1 1 1 
(2.2) /r(n) = y -1 Vw|2 -P(JC)M;+1 - F(x, u)\dx, u G £ r , 0 < r < 00, 

for which (1.1) is the associated Euler-Jacobi equation. It is known, e.g., [10], that Jr(u) 
is well defined and continuously Fréchet differentiable on Er, 0 < r < 00. Our method 
consists of an analysis of a sequence of problems 

f —Au = p(x)uT +f(x, u) x G £2/t, 
} M >0inQ^,w G £*, k = 1,2,..., 

(2.3), 
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where we can assume that G c Q i (relabelling if necessary). A (weak) solution uk of 
(2.3)* is defined as a positive function uk G Ek such that Jk(uk) = 0 in the dual space ££, 
i.e., 

(2.4) / Vuk 'V<t)dx= f [p{x)uT
k<t> +/(*, uk)<t>] dx 

for all <j) G Ek,k = 1,2,..., oo. 

LEMMA 2.1 (BREZIS AND LIEB [6]). If{un} is a sequence in La{Q)(o > 1) such that 
un—^u weakly in La(Q) and un(x) —> u(x) a.e. in Q as n—> oo, f/ierc 

(2-5) K m [ | | " X , n H k - < Q ] = ll<C,o-
«—+00 

(This generalizes Fatou's lemma). 
We also require the compactness of the embedding of Eœ into a suitable weighted 

Lebesgue space LP(Q q), with standard norm 

r /" i i1 / p 

||w||pA* = |/Q |i<(*)|ptf(*)<fc| , p > 1. 
The version to be used here is essentially Egnell's Lemma 10 [10], as follows: 

LEMMA 2.2 (EGNELL). Ifq(x) satisfies condition (A3), then the embedding Eœ
 c—• 

L7+1 (£2, q) is compact. 

3. An estimate for 7^ on a path in EQQ. In order to apply the mountain pass the­
orem [1] to Zoo, we first construct a function vt G E^ with /oo(foVe) < 0 for sufficiently 
large to > 0 and sufficiently small e > 0 such that a sharp upper bound can be obtained 
for Joo(<t>) on a path in E^ joining 0 to tove. To construct vc, we note that the special 
critical equation 

(3.1) -Aw = wTinR* 

has the well known minimal decaying positive solution 

ut{x) = K 
e2 + | x -x 0 | 2 , K= [N(N-2)]-r-

for arbitrary *o G R^ and e > 0. Let G and xo G G be as in condition (Hi) and choose 
R > 0 small enough that B2R(XO) C G. We shall abbreviate J9r(*o) to #r since *o is fixed 
in the proof below. Define 

(3.2) we(x) = <Kx)ue(x), x G RN, e > 0, 

where 0 is a piecewise smooth radial function with support B2R such that 0 < (j)(x) < 1 
onB2R, <Kx) = 1 onBR, and |V<K*)| <l/RonB2R \BR. Let 

(3.3) vc(*) - we(x)\LJGp(x)wT
e
+l(x)dxyl (T+1). 

The constant S in the proposition below is defined by 

5 = inf{ | |Vii | | i f Q :«G£oo, |Hlr+ i^=l}, 
corresponding to the best constant for the Sobolev embedding £00 = E>l

0
,2(Q) ^-+ 

LT+l(Q). 
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PROPOSITION 3.1. If conditions (H\)-(Hn) hold, there exist positive numbers e and 
to such that Joo(tovt) < 0 and 

(3.4) o<supyOÛ(fv£)<^/2||P||£-AO/2. 
f>0 

PROOF. Since dut/dr<0, integration by parts of (3.1 ) gives 

(3.5) f \Vwe\
2dx = [ \Vue\

2dx< [ uT
e
+l dx. 

On account of (1.4) and (1.5), it can be verified easily that 

(3.6) p(x0) f uT
e
+l dx< f p(x)uT

e
+l dx + 0(e2\ 

JBR JBR 

(3.7) I wT+1 dx = 0(ew), 

and 

(3.8) At = f | Vw£|2 dx = 0(eN~2) 

as e —• 0. From the well known fact [22] that S is attained by ue and since 

/ \Vue\
2dx = [ uT;xdx 

by (3.1), it follows that 

-.2//V 

(3.9) S = 

Then (3.5)-(3.9) yield the estimate 

dx 

(3.10) 

/ \Vwt\
2dx= [ \Vwe\

2dx + Ae < [ uT
e
+ldx + Ae 

JÇi JBR JBR 

r r -T.U1 i 2 / ( r + 1 > 

< s\\P\\-j/(T+l) 

+ At 

\!P{xw;xdx 
IJBR 

2/(r+l) 
+ 0(ez) + 0(eN-1). 

Hypothesis (Hi) implies thatp(x) is bounded below by a positive constant if/? is selected 
sufficiently small, and hence also JG p{x)w[+x dx is bounded below by a positive constant, 
independent of e. Therefore (3.3) and (3.10) imply the inequality 

(3.11) Ve=JQ\VVe\
2dx<S\\p\të/(T+l)

 + 0(eN-2) + 0(e2). 

Since supp ve C G, use of (2.2), (3.3), and (3.11) gives 

(3.12) J^tvt) = \?V€ - - ^ r + 1 - / F(x,tvt)dx. 
2 T +1 Jn 
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Clearly lim^oo/ooCnO = —oo for all e > 0, and hence supt>0 Joo(tve) is attained at 
some number te > 0. We can assume that tt > 0 for all e > 0; otherwise there would be 
nothing to prove. It follows from / ^ f e v€) = 0 and the boundedness of Ve that 

(3.13) te <V\liT~X) <C0, e > 0 

for some constant C0, independent of e. The fact that \t2Ve — (T + l)~ltT+l is increasing 

in t G [0, VlJ{T~l)] implies from (3.11)-(3.13) that 

sup/oo(rvc) = Joo(hve) < -f-Vf/2 - / F(xjeve)dx 
t~>r\ I\ JB2R (3.14) <^° N JBm 

N "r'w JBV 

where L = min(N — 2,2). Virtually the same procedure as in [5, pp. 465-466] shows via 
(3.3), (3.13), and (H2) that lin\^o+^ > 0. It is then a consequence of (3.2), (3.14), and 
(H4) that a positive constant C, independent of e, exists such that 

(3.15) sup/oo(fVe) < TTSN/2WPC~N/2 - L H(CV()dx + 0(eL) 

for sufficiently small e. A change of variable yields 

(3.16) lim e~L [ H(Cve) dx = +00 
e^0+ JB2R 

because of (H4), and hence (3.15) implies the conclusion (3.4) of Proposition 3.1. 

REMARK 3.2. Proposition 3.1 applies to the prototype (1.2) under the stated condi­
tions (Ai)-(A4) following (1.2); it was already mentioned that (H4) is implied by (Ai) 
and (A4). If q* — inf^G q(x) is sufficiently large, we also note that (3.4) holds for the 
full range 1 < 7 < 5, N = 3. In fact, in (3.14) 

/ F(x, teve)dx> - / q(x)u!+l dx 
JBw ~ 7 + 1 JBR^ ' e 

for some positive constants K0 and Ke. Thus, for any choice of e for which te > 0, (3.14) 
implies (3.4) if q* is large enough. It is worth noticing that 

f 0(e (7+1)/2) if 1 < 7 < 2 
Ke = J 0(e3/2logi if7 = 2 

l0(e(5-7)/2) i f 2 < 7 < 5 . 
These estimates for 1 < 7 < 3 are not sufficient for (3.16) if N = 3,L = 1, and hence 
(3.4) does not follow, unless q* is sufficiently large. 

REMARK 3.3. Reindexing, if necessary, so that G C Qi, the functional /oo in Propo­
sition 3.1 can be replaced by J^k — 1,2 It then follows that Jk(t0vt) < 0 and 

(3.17) supsup7,(fvf) < UNl2\\p\t-ml2 

k>\ f>0 N 

for a sufficiently large choice of t0 and small choice of e > 0. 
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4. Verification of the Palais-Smale condition. A similar analysis to that in [5] will 
now be given to verify that the functionals Jk in (2.2) satisfy the Palais-Smale condition 
(PS)a for k > 1 and any a such that 

(4.1) o<a<±?"*\\p\\™<2. 

PROPOSITION 4.1. If conditions (H\)-(H4) and (4.1) hold, then Jk satisfies the (PS)a-
conditionfor k = 1,2, 

PROOF. For fixed k > 1, let {un} be a sequence in Ek satisfying Jk(un) —> a and 
Jk(un) —•* 0 in E*k as n —> oo. Then 

(4 2) h{un) = / f^Vllnl2 - -^—P{X)(UT;\ - F(x,Un) dx = a + o(l) 

and 

(4.3) j ^ [Vun • Vc/> - p W K W - / ( * , "*)</>] dx - 0(l) | |0 |k 

as n —• oo for arbitrary <j> G Ek. With the choice <f> = un and the definition bn — \\un\\Ek, 
it follows from (4.2), (4.3), and (H3) that 

(4.4) ( 1 ± 1 - \)b2
n < (7 + l)a + o(l) + o(l)bn, 

implying the boundedness of {bn} since! > 1. In view of condition (1.3) of (H2), Lemma 
2.2 and standard embedding theorems show that {un} has a subsequence, still denoted 
by {«„}, for which 

|

wn —> u weakly in Ek 

un-+u mL1(J)+\nk,qj)forj= l , . . . ,m 
wn —• w a.e. in £lk. 

Consider now the sequence {vrt}, vn = un — u. Using (4.3) with <j> — un, the boundedness 
of {bn} and Lemma 2.1, we obtain 

(4.6) / [|VM|2 + |Vv„|2 -p(x)(uT+\ -p(x)(vT
n
+{)+ - uf{x,u)]dx = o(\) 

as n —• 00. It is easy to see from (4.3), with <j> = w, by passing to the limit n —• 00 that 

(4.7) J [IVw|2 - p ( x K + 1 - M/(JC, 11)] dx - 0. 

It is a consequence of (4.6) and (4.7) that 

(4.8) / | V v „ | 2 ^ = / p(x)(vT
n
+l)+dx + o(l). 

Use of Lemmas 2.1 and 2.2 yields, in view of (2.2 and (4.8) 

Jk(u) = h{un) - j ^ [^|Vvn|2 - ~p(x)(vT;\\ dx 

+ / [F(x, un) — F(x, u)] dx 

= a-(\-éi)Lp{x){vT»V)+dx+0{l) 
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and hence 

(4-9) a = Jk{u)+)- f p(x)(vT
n

+l)dx + o(\). 

A simple consequence of (2.2), (4.7), and (H3) is that Jk{u) > 0; in fact 

(4.10) Jk{u) > j ^ l^p(x)uT
+

+l + (± - ±)K/(JC,II)] dx > 0. 

For a subsequence of {vn}, denoted the same way, we define 

t= lim ||v„||| = lim \\un-u\\2
E 

n—»oo K n—*oo K 

The embedding Ek <—• LT+l(Qk) together with (4.8) gives 

e= iim f p{xw;\dx 
n—>oo JQk 

<\\p\\ooS-(T+1)/2lim\\vn\\Z
l. 

n — • o o K 

If I > 0, this implies that 

(4.11) i>&2\\p\\2rm-

By (4.8)-(4.10), it follows that I < Na, and hence (4.11) yields the contradiction 

a > £ > ^WPW™'2. 

Then t — 0, proving Proposition 4.1. 

LEMMA 4.2. //Y#i j-f//4 j hold, for arbitrary 8 > 0 f/iere gmte p G (0,6) and a > 0, 
independent ofk, such that Jk{<t>) > a/or a// (/> E Ek with \\<t>\\Ek — P> k — 1,2, 

PROOF. Hypothesis (H3) and the continuity of the embedding Eoo «—• L7(/)+1 (Œ, #7), 
7 = 1, . . . , m, from Lemma 2.2, imply that 

~ m 

JnF(x,4>)dx<c^\\<f>\\lw+1, <f>eE 

for some constant O 0 independent of <j>. The embedding E <̂-> LT+1 (Q) then yields 

JooW^^HWl-c i l ^ ^ + E W r 1 

for another positive constant C. It follows that p G (0,6) can be chosen small enough 
that /ooW > | p 2 = « for all </> w ith ||</>|U = P-

If ifr E Ek and IMU* — P, we extend ^ to Q by defining supp $ = ft*. For this 
extension, obviously ||t/>||£ = IMU* = P> an^ therefore Jk(t/;) = 7ooC0) > or. This 
completes the proof of Lemma 4.2. 
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5. Existence of solutions. The results of §§3 and 4 enable us to prove the following 
main theorem, generalizing Theorem 1.1 to the problem (1.1). 

THEOREM 5.1. Conditions (H\ )-(H/\) imply that problem (1.1) has a solution u such 
that u(x) — 0(|jc|2_yV) as \x\ —• oo, uniformly in ÇI. 

PROOF. It will first be shown that problem (2.3)* has a solution uk for every k — 
1,2, The mountain pass theorem [1] will be applied with v = t0ve selected as in 
Proposition 3.1 and a, p as in Lemma 4.2 with 8 — \\tQve \\E- We may assume G C Q* for 
every k — 1,2,... without loss of generality, as already mentioned. We define 

ak = inf max 7*((/>), k= 1,2,... , 
ger <f>eg 

where T denotes the class of all continuous paths g in Ek joining O to fove, and conclude 
from Proposition 3.1 and Remark 3.3 that 

0<ak<ls^\\pC-^\ 4=1,2..... 

By Proposition 4.1, Jk satisfies the (PS)ajk-condition, and hence the mountain pass theo­
rem implies that Jk has a critical point uk with corresponding critical value ak, i.e., 

(5.1) 0 < ak = [ \\\Vuk\
2 - -±-p(x)(uT

k
+l)+ - F(x,uk)} dx, 

and 

(5.2) / S7uk -V(f>dx= [ \p(x)(uT
k)+<t> +/(JC, uk)cf>] dx 

JLlk J ilk 

for all </> G Ek,k = 1,2, In particular, uk is a weak solution of the equation 

-Auk = p(x)(uT
k)+ +/(*, uk\ x G £lk, 

and therefore uk > 0 in £lk by the Stampacchia maximum principle, from which uk is 
a solution of the equation in (2.3)*. Since uk is nonnegative and nontrivial by (5.1), the 
strong maximum principle for —Auk > 0 implies that uk > 0 in Q*, and accordingly 
uk solves problem (2.3)*, k = 1,2, By extending uk to be zero outside £lk, we can 
regard {uk} as a sequence in E — Dl

0
,2(Q). 

The definition of a* implies that {ak} is nonincreasing, and consequently 

(5.3) 0<ak<ai<^2\\pC-N)/\ 4=1,2,.... 

The proof in Proposition 4.1 can therefore be repeated to conclude that {||«*||E} is a 
bounded sequence, so {uk} has a subsequence converging weakly in E to a weak limit 
u e E, and also [10] converging to u in L7(;)+1(Q, qj),j = 1, . . . , m. 

To show that u is nontrivial, suppose to the contrary that u = 0 in Q, so uk —> 0 in 
L7(/)+1(£2, qj) àsk—^oo. By (H2) and (H3), the integrals JQ urfix, uk) dx and JQ F(JC, uk) dx 
also converge to 0 as k —• 00. We can then use (5.1) and (5.2), with </> = uk, to obtain 

( ^ ~ l ) /Q \Vuk\
2dx = ( r+ l H + oQ) 
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as k —• oo. Since ak > a > 0 by Lemma 4.2, this implies 

(5.4) J \Vuk\
2dx + o(\) = Nak>Na>0. 

Thus, if w = lim w* is identically zero we would have 

(5.5) L = lim inf \\uk\\l > Na > 0, 
£—>oo 

where L is defined as the inferior limit in (5.5). To show that (5.5) is impossible, we note 
that the same procedure used for (4.11) yields, in view of (5.2) (with <j> = uk), 

(5.6) L > SN'2\\pC-^2. 

On the other hand, (5.3) and (5.4) give 

KIII + oO) - Nak < Nax < SN'2\\pC~^2, 

and therefore L < S^HPHOO ' , contrary to (5.6). The contradiction (5.5) proves that 
M is a nontrivial solution of the equation in problem (1.1). 

The asymptotic estimate in Theorem 5.1 can be proved in exactly the same way as 
Egnell's recent a priori decay estimate for finite energy solutions in Ç1 [11, Theorem 2]. 
Hence the positivity of w in Q is a consequence of the strong maximum principle for 
-Aw > 0. 

REMARK 5.2. Theorem 1.1 is a corollary of Theorem 5.1 on account of Remark 3.2. 

REMARK 5.3. If 0 e £2, a result of Egnell [11, Corollary 4] shows that u is bounded 
in a deleted neighborhood of 0. Available elliptic regularity theorems can then be used 
to show that our solution u is a classical (regular) solution in Q, \ {0} under suitable 
regularity assumptions on/? and f. If d£l is bounded, the procedure in [11] sharpens the 
asymptotic decay law in Theorem 5.1 to u(x) ~ C\x\2~N as |JC| —• oo for some positive 
constant C — C(u). 

REMARK 5.4. Our procedure applies without essential change to the Dirichlet prob­
lem 

f —Aw = p(x)uT +/(JC, w) in Q 
\ w > 0 in £2, u\dQ — 0 

in a bounded domain £2 with smooth boundary dQ.. The existence of a weak solution w 
follows under obvious analogues of conditions (Hi)-(H4) for a bounded domain. Some 
of the results in [5] are thereby extended to a more general setting. 

6. Necessary conditions. The necessity of the conditions (Hi) and (H2) for (1.1) 
to have a solution w can be seen from the modified Poho2aev-type identity (6.1) in the 
Proposition below. 
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PROPOSITION 6.1. Let H = RN in (1.2) and suppose p,q £ Cl(RN \ {0}). If u is 
locally bounded in RN \ {0} and solves (1.2), then u satisfies the identity 

N N-2\ , . ^ N-2 „ „ . T+1 

<r ^ VLV7 + I 2 ry 2N FJy 

(6.1) 
— x • (Vq)(x)u1+{ 

7 + 1 
dx = 0. 

This identity follows, for example from [10, Corollary A2], and can be proved by the 
procedure of Berestycki and Lions [3, Proposition 1]. 

EXAMPLE 6.2. The necessity of condition (H2) will be indicated by ( 1.2) in the case 

(6.2) p(x) = \,q(x) = min{|jc|^, 1*1"}, v < \i. 

If u solves (1.2), then (6.1) reduces to 

(6.3) / ( ^ - ^ ) \ x \ ^ d x + [ ( ^ - ^ ) | x | V + ' a , 0 . 
•/M<iV7+l 2 / ' ' 4 | > i V 7 + l 2 / ' ' 

Therefore problem (1.2) has no solution if either 

t ^ 2(N + v) 1 ^ 2(tf+/x) 
7 + l < — or 7 + l > — —. 

~ 7V-2 - N-2 
Suppose v is replaced by P — v — e and [i is replaced by p, — [i + e in (6.2), e > 0. 

Then q(x) = o(\x\^) as |JC| —• 0, q(x) — o^x^) as |JC| —•> 00 and (6.3) shows that (1.2) 
has no solutions if (1.3) does not hold. The same argument applies if qix)^ in (1.2) is 
replaced by YHjLi qj(x)u1(j\ where each qj(x) = min{|x|^, \x\p) and no exponent 7(/) is in 
the interval (l.3). 

EXAMPLE 6.3. To show the necessity of condition (1.4) of (Hi), consider problem 
(l .2)witha = RN,q(x) as in (6.2),/?(JC) bounded in RN,p e C\RN),mdx-(Vp)(x) > 0 
in R^. If 7, n, v satisfy (1.3), then all the conditions for Theorem l.l hold except condi­
tion (1.4), but the left side of (6.1) is positive by a calculation as in (6.3). This contradic­
tion shows that condition ( l .4) is necessary in general for (1.2) to have a solution. 

7. Equations with a singular critical term. Theorem l. I will now be extended to 
the problem 

{ —AM = \x\xm(x)uT + q^u1 x G £2 

u(x) > 0 in ft, u G £>o'2(Q), - 2 < A < 0, 

with a singular critical term, where the critical Sobolev exponent is defined to be 

^ ^ W + 2A + 2 „ x ^ 
(7.2) r= , - 2 < A < 0 . 

N — 2 
The hypotheses for (7.1) are as follows: 
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(Ai) 1 < 7 < r if N > 4; 3 < 7 < ^ if N = 3. 
(A^) m is a nonnegative bounded function in £1 such that 

(7.3) 

and 

(7.4) 

0 < m(0) = sup m(x) 

m(x) = m(0) + 0(|JC|2) as |JC| —• 0. 

(A3) Identical to (A3). 
(A4) q(x) > 0 in some deleted neighborhood Bg(0) \ {0} of JC = 0. 

LEMMA 7.1 [10, LEMMA 9]. If-2<X<0andN>3 the space Dl
0

a(RN) is 

continuously embedded into LT+l(RN, \x\x), where r is given by (7.2). 

The constant S in §3 will be replaced by 

Sx = inf{||Vn|£fl :u£Eoo, ||M||T+I,Q,A = 1}, 

where 

"IIPAA /Ql«fr)H xrdx 
i/p 

P>i. 

Then Sx corresponds to the best constant for the embedding in Lemma 7.1. 

THEOREM 7.2. Conditions (A[)-(A'A) imply that problem (7.1) has a solution u(x) in 
£1 such thatu(x) = 0(\x\2~N) as \x\ —• 00. If in addition infxeB6(0)q(x) is sufficiently large, 
the same conclusion extends to all 7 € (1,5),N = 3. 

The proof of this theorem requires the following modification of the functional (2.2): 

(7 •5) Mu) = L [\ 1Vw|2 - vh w^w^ 1 - ^Tïq(xW++l dx9 

u e Er, 0 < r < 00. 

It follows from Lemma 7.1 and known results (e.g., [10]) that Jr is a well-defined C1-
functional on Er, 0 < r < 00. 

In analogy with (3.1), the natural "simplest" critical equation associated with (7.1) is 

(7.6) -Aw = |JC| V , x e RN, - 2 < A < 0. 

For arbitrary e > 0, routine calculations show that (7.6) has the minimal decaying posi­
tive solution 

(7.7) ut(x) — K 
F(A+2)/2 

çX+2 + X X+2 

N-2 

, K= [(N+\)(N-2)]tt. 

If À > —2, Talenti [22] proved that Sx is attained by ut(x) (and also by translations of 
ue(x) if À = 0, as in §3). 
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Integration of (7.6) by parts yields 

f \Vue\
2dx = f if+l\x\xdx, 

implying that 

(7.8) Sx = [ uT
f
+l\x\xdx 

JRN e l l 

2+A 
N+X 

We choose R > 0 small enough that B2R(0) C ft, m(x) > m* > 0 in B2R(0\ and 
q(x) > q* > 0 in #2/?(0) \ {0}» possible by assumptions (A2), (A4). Let we(;c) and ve(x) 
be defined by analogues of (3.2) and (3.3), respectively, with G replaced by BR(0) and r 
as in (7.2). 

PROPOSITION 7.3. Conditions (A[)-(Af
4) imply that there exist positive numbers e 

and to such that Joo(tove) < 0 and 

(7.9) (Xsup/ooOveX 
f>0 

2 + A r ( M ) / ( 2 + A ) [ ( m i ( 2 - i V ) / ( 2 + A ) 

2(AT+A)^ L m W J 

PROOF. Integration by parts of (7.6) gives, as a replacement for (3.5), 

(7.10) / \Vwt\
2dx< [ uZ+l\x\xdx. 

Computations lead to the following analogues of (3.6)-(3.8): 

(7.11) m(0) f uT
e
+{\x\xdx< [ uT

e
+lm(x)\x\xdx + 0(e2), 

JBR(0) JBR(0) 

(7.12) 

and 

(7.13) A f S / n V B R ( o ) | V w £ | ^ x ^ O ( e - ) 

as e —* 0. We can then use (7.8) and (7.10)-(7.13) to obtain 

f ul+lm(x)\x\xdx = 0(eN+x), 

(7.8) anc 

f \Vwe\
2dx = [ \Vue\

2dx + Ae 
Jn ' ' JBR(0) ' ' 

(7.14) < S\\[ u 
UBR(0) 

•T+Ux\xdx\'" +Ae 

<Sx[m(0)] -2/(r+l) / u?Xrn( 
JBR(0) e 

x)\xrdx + 0(6L) 

as e —» 0, where L = min(N — 2,2). The integral in (7.14) is the same as that in (3.3), with 
p(x) — \x\xm(x) and G replaced by BR(0). Since it can be verified easily that this integral 
is bounded below by a positive constant, independent of e, (3.3) and (7.14) imply the 
estimate 

(7.15) Vt = JQ \Vve\
2dx < 5A[m(0)]-2/(r+1) + 0(eL). 
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The analogue of Joo(tve) in (3.12) attains its maximum at a number te > 0 (and we 
can assume te > 0 without loss of generality), from which 

(7. 16) 0 - J^teVe) = teVe-fe- t] J^ q(X)v^1 dx. 

This shows that (3.13) still holds, and therefore (3.12) and (7.15) yield the estimate 

r supt>0Joo(tv€) = Joo(teve) 

(7.17) < Ekvtl),{T~l) ~ M+l SB„iO) q(x»l+l dx 

I < 2 ^ C A ) / ( 2 + A ) W 0 ) ] - - ^ t r SB2R(o)q(x)vrdx + 0(eL). 

We use the abbreviation 

(7.18) /ï = i ( t f - 2 ) ( 7 + l ) < t f + /i, 

where the inequality is a consequence of assumption (1.3). It follows from (3.3), (7.7), 
and the remark preceding (7.15) that there exist positive constants C\, C2, and C3, inde­
pendent of e, such that 

jaq(x)vrdx<C^jo {tX+2 + rX+2)2m+2) 

Jo 

•2R/( t^+N~] dt 

(7.19) ' h (l+fA+2)2/3/(A+2) 

IN+ ti N+n-2f3\\ e J 

< C2e
N^-P + C3e?. 

The definitions of ve and Ve imply that Vt > KSX for some positive constant K, indepen­
dent of e. Then (7.16) gives 

ft-
l>KSx-t]-

1 Jaq(x)v:+ldx, 

and (3.13) and (7.19) show that lim,,-^ te = 10 > 0. As a consequence of this, it follows 
from (7.17) that a constant C > 0 exists, independent of e, such that 

r-j 20) '>° Z ^ + A^ 

3W, similarly to (7. 

(7.21) e _ t / " 9(x)v^+1 dx > C4e
A 

^ 2 / ? ( 0 ) 

Assumption (A4), (3.3), and (7.7) show, similarly to (7.19), that 

fN-L-{3 

•>*2*(0) 

for another positive constant C4, independent of e. We note that 

± (Af -2 ) ( l -7 ) i f N > 4 
N-L-(3 = 

£ ( 3 - 7 ) i f t f = 3 , 

from which TV — L — / 3 < 0 b y assumption (A[). Therefore (7.20) and (7.21) imply that 
(7.9) holds for sufficiently small e. 
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PROPOSITION 7.4. If (A[)-(A'4) hold, then Jk satisfies the Palais-Smale condition 
(PS)a for k = 1,2,... and any a such that 

0<a< J^^/^ 

The proof is virtually identical to that of Proposition 4.1, where now the best constant 
S\ for the embedding in Lemma 7.1 is given by formula (7.8). The estimate (4.4) is 
still obtained using obvious analogues of (4.2) and (4.3), implying the boundedness of 
bn = Iklk-

Theorem 7.2 can then be proved via Propositions 7.3 and 7.4 almost exactly as in §5. 
It is interesting that a slight modification of our proof using the "uncertainty principle" 

can be used to solve a linear singular problem (7.1) in the case A = — 2 , r = l,q(x) = 0. 
In contrast, it is well-known that (1.2) has no solution ifq(x) = 0. 
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