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Abstract
A sliding mode corrector is presented for disturbance rejection in position sensing using relatively accurate velocity
measurement. The corrector design is based on a robust second-order sliding mode (2-sliding mode), which makes
the fusion of position and velocity on a sliding surface to reject disturbance. Even when the frequency bands of
disturbance and actual position signal overlap, or large-magnitude disturbance exists, the corrector can still provide
the accurate and smoothed estimate of position. The proposed corrector is applied to a jet UAV navigation and
control. In the unmanned aerial vehicle (UAV) system, the disturbances exist in position and attitude measurements,
and the uncertainties exist in the system dynamics. For the UAV trajectory tracking control, the system model
is constructed in the earth-fixed frame, and the constructed model is fit for observer design to estimate system
uncertainties. The control laws are designed according to the correction of position and attitude by the correctors
and the estimation of system uncertainties by an existing observer. Finally, the flight experiment demonstrates the
effectiveness of the proposed method.

Nomenclature
pm(t) position measurement
p0(t) actual position
d1(t) disturbance in position measurement
L1 upper-bound of position disturbance
vm(t) velocity measurement
v0(t) actual velocity
d2(t) disturbance in velocity measurement
L2 upper-bound of velocity disturbance
ε upper-bound of sensor accuracy ratio
e1 sliding variable
e2 sliding variable
k1 corrector parametre
k2 corrector parametre
k3 corrector parametre
ω1 position disturbance frequency
ρ(ω1) disturbance rejection ratio
x position in earth-fixed frame x-direction
y position in earth-fixed frame y-direction
z position in earth-fixed frame z-direction
φ roll angle
θ pitch angle
ψ yaw angle
α angle-of-attack
β sideslip angle
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U linear velocity in body frame axis xb

V linear velocity in body frame axis yb

W linear velocity in body frame axis zb


 the earth-fixed frame
� the body frame
m UAV mass
g gravity acceleration
�� angular rate vector
�
 Euler angle derivative vector
F total external force
Fjet thrust by jet engine
Fw aerodynamic forces on the fixed wing
Ff aerodynamic forces on the fuselage
Fr forces created by the rudders
Fe forces created by the elevators
Fd uncertainties and external disturbances
τ total moment
τw moments created by the fixed wings
τr moments created by the rudders
τe moments created by the elevators
τd moments due to the uncertainties and external disturbances
ρ air density
Sw area of the half wing
CL0 fixed wing lift coefficient when the angle-of-attack α equals zero
CLα fixed wing lift coefficient due to the angle-of-attack α
δi fixed wing aileron deflection
CLδi lift coefficient due to the aileron deflection δi

CD0 fixed wing drag coefficient when α = δi = 0
Aw aspect ratio of the fixed wing
ew value of the Oswald’s efficiency factor
τwa fixed wing aerodynamic moment
τwc fixed wing control torque
Sf fuselage equivalent cross-sectional area
Lf lift force generated by the fuselage
Df drag force generated by the fuselage
Clf fuselage lift coefficient
Cdf fuselage drag coefficient
Cdf 0 fuselage constant in the coefficient of drag force
Se area of the elevator
δe elevator deflection
Cleα eleviator lift coefficient due to the angle-of-attack α and the deflection δe

Cde0 drag coefficient when α + δe = 0
Ae aspect ratio of the elevator
ee the Oswald’s efficiency factor
τea elevator aerodynamic moment
τec elevator control torque
Sr area of the rudders
Clrβ rudder lift coefficient due to the sideslip angle β
δr rudder deflection
Clrδr rudder lift coefficient due to the deflection δr

Cdr0 rudder drag coefficient when β = δr = 0
Ar aspect ratio of the rudder
er rudder Oswald’s efficiency factor
τra rudder aerodynamic moment
τrc rudder control torque
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�x uncertainty in x-direction
�y uncertainty in y-direction
�z uncertainty in z-direction
�φ uncertainty in roll
�θ uncertainty in pitch
�ψ uncertainty in yaw
y∗1 measurement for position/angle
y∗2 measurement for velocity/angular velocity
xd reference position in x-direction
yd reference position in y-direction
zd reference position in z-direction
φd desired roll angle
θd desired pitch angle
ψd desired yaw angle
λ∗1 parametre of extended observer
λ∗2 parametre of extended observer
α∗ parametre of extended observer
kp1 controller parametre in position dynamics
kp2 controller parametre in position dynamics
ka1 controller parametre in attitude dynamics
ka2 controller parametre in attitude dynamics

1.0 Introduction
This paper considers correction of stochastic disturbance in position sensing and application to jet UAV
navigation and control. This interest was motivated by the enormous civil and military applications of
such fixed wing UAVs. It is one of the most attractive research focuses because the dynamical system
of a jet UAV has many prominent features including powerful thrust provision, payload augmentation,
high-speed flight and a high manoeuverability [1–3]. UAV large-range flight needs information of global
position, attitude and dynamic model, also flying velocity and angular velocity are necessary. However,
in many cases, disturbances exist in position and attitude sensing, and uncertainties are inevitable in
system modelling. These bring challenge for control.

In flight control systems, rational desired attitude is important for safe flight, and the determination
of desired attitude needs the information of actual position and attitude [4]. However, disturbances in
position and attitude sensing render the incorrect desired attitude, and the unwanted control command is
generated. Constant sensing disturbance can be overcome through initial calibration. Comparing to con-
stant sensing disturbance, time-varying position disturbance is more likely to rend a serious mismatch
between desired attitude and actual position, and it causes dangerous flight. Furthermore, the frequency
bands of disturbance and actual position signal may overlap, and disturbance cannot be separated from
actual position signal using the usual low-pass filters.

GPS (global positioning system) can provide global position information with accuracy of several
metres or even tens of metres [5, 6]. Adverse environmental influences may contaminate GPS sig-
nals [6], and the position accuracy may become worse. Velocity is also important for UAV navigation
and control. GPS can measure device velocity with two different accuracies: (1) large-error velocity by
the difference method with accuracy of a metre per second due to position accuracy and noise effect;
(2) accurate velocity by Doppler shift measurement with accuracy of a few centimetres, or even the
accuracy approaching 5mm/s is possible [7, 8]. Alternatively, accurate velocity of device can be mea-
sured by a Doppler radar sensor with accuracy of a few centimetres [9]. Hence, measuring Doppler
shift is a preferred way to get velocity. Except for sensing, velocity can be estimated from position
using the observers or differentiators [10, 11]. However, relatively accurate measurement of position is
required.
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INS (inertial navigation system) can estimate position and velocity through integrations from accel-
eration measurement. However, measurement error or non-zero mean noise in acceleration through
integrations cause velocity and position to drift over time. The observer-based INS methods were used to
estimate unknown variables in navigation [12, 13]. However, position signals are limited to be local, but
not global. For attitude information, an IMU (inertial measurement unit) can determine attitude angle
from accurate angular velocity through integration, but angle drift happens. Meanwhile, the outputs
of the accelerometres and the magnetometre in IMU can determine the large-error pitch, roll and yaw
angles [14].

Uncertainties in UAV flight dynamics include: aerodynamic disturbance, unmodelled dynamics and
parametric uncertainties. These uncertainties bring challenges for control system design. The uncer-
tainty in a system can be estimated by an extended state observer [15, 16]. However, accurate position
measurement is required as the input of observer. Even velocity can be use for estimation, disturbance in
position cannot still be corrected. For a jet UAV flight control system, an integral-uncertainty observer
was designed to estimate the attitude angles and attitude dynamic uncertainty, and an augmented
observer was used to estimate the flying velocity and position dynamic uncertainty [17]. However,
drift may happen for long-time flight due to effect of disturbance and actuator vibrations on the IMU.
Meanwhile, the augmented observer can only reduce high-frequency noise, low- or mid-frequency
disturbances still exist.

In order to reduce disturbances in position and attitude, the popular methods of GPS/INS based on
KF (Kalman filter) or EKF (extended Kalman filter) are used for signal fusion to overcome the limits of
individual measurements based on optimisation of a recursive least mean square error [18–21]. Thus,
measurement accuracy is improved. For KF or EKF, the relatively accurate system models are needed.
Furthermore, the uncertainty in noise statistics limits the performance. In addition, for EKF, system
model linearisation may cause filtering divergence, and the derivation of the Jacobian matrices are non-
trivial. A finite-time-convergent signal corrector was designed for position correction in a quadrotor
UAV control system [22]. The signal corrector is complex, and the finite-time convergence cannot be
implemented in engineering practice. Furthermore, the parametres’ selection is sensitive to the estimate
performance.

In this paper, a corrector based on robust 2-sliding mode is presented to correct position disturbance
using relatively accurate velocity measurement. The 2-sliding mode can reduce the estimate errors of
corrector and make the fusion of position and velocity on a linear sliding surface. Position disturbance
is reduced further on the sliding surface. Not only the corrector can reject high-frequency noise, but
also the low- and mid-frequency disturbances are reduced largely. Therefore, the corrector can reject
low/mid/high frequency disturbances, and it is unrelated to the types of actual position signals. Due to
the existence of linear sliding surface in the 2-sliding mode, the estimate outputs from the corrector are
accurate and smoothed.

The contributions of the proposed corrector include: (1) the corrector can reject position disturbance
in low/mid/high frequency bands; (2) due to the continuity of 2-sliding mode, the estimate outputs from
the corrector are smoothed and accurate, and they can be used directly for control without any additional
filters; (3) due to the robust sliding mode, the corrector parametres are highly inclusive to change of
disturbance and signal; (4) because only switch logic and linear functions are used in the corrector, the
corrector can be implemented easily in the current hardware of computational environments.

The proposed corrector is applied to navigation and control of a jet UAV. In the UAV flight test, the
following adverse conditions are considered: disturbances in the measurements of GPS position and
IMU attitude angles, and uncertainties in the UAV flight dynamics. For the UAV trajectory tracking
control, the UAV system model is constructed in the earth-fixed frame [23]. Furthermore, the model is
fit for observer design to estimate the system uncertainties. The correctors are adopted to correct the
disturbances in GPS position and IMU attitude angles. In addition, an existing extended state observer
[24] is used to estimate the uncertainties in the UAV flight dynamics. The performance of corrector
is compared to the KF-based signal fusion methods [21, 25]. Moreover, based on the correction and
estimation, the desired attitude is determined, and the control laws are designed to drive the UAV to
achieve the flight mission.
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2.0 Problem description
The problem considered in this paper is to reject disturbance in position and attitude sensing.

2.1 Position and velocity sensing
GPS provides position of a device, and accurate velocity can be determined by GPS with Doppler shift
measurement or by a Doppler radar sensor.

Define the position measurement: pm(t) = p0(t) + d1(t), where, p0(t) is the actual position; d1(t) is the
disturbance in position measurement, and supt∈[0,∞) |d1(t)| ≤ L1 <∞.

Define the velocity measurement: vm(t) = v0(t) + d2(t), where, v0(t) is the actual velocity; d2(t) is the
disturbance in velocity measurement, and supt∈[0,∞) |d2(t)| ≤ L2 <∞.

Remark 2.1: The accuracy L1 of GPS position sensing is usually a metre, a few metres or even tens of
metres. Doppler shift measurement enables velocity accuracy L2 of a few centimetres per second, even
the accuracy approaching 5mm/s (i.e. 0.005m/s) is possible [8]. Therefore, L2 � 1 holds. When using
the consistent unit standard, we can get L2 � L1, i.e. the sensor accuracy ratio L2

L1
� 1.

Furthermore, due to the reliability of Doppler measurement, velocity accuracy usually remains
unchanged. However, the position accuracy may become worse because of different environmental influ-
ences, i.e. L1 may increase. Therefore, there exists a small constant ε > 0, i.e. the upper-bound of sensor
accuracy ratio, such that the sensor accuracy inequality max

{
L2
L1

}
≤ ε� 1 holds.

2.2 Attitude sensing
The gyroscopes in IMU provide the relatively accurate angular velocities, e.g. their accuracy is about
L2= 10◦/hr = 0.003o/s. The accuracy of attitude angles from IMU is relatively large, e.g. about L1= 1.0◦.
Therefore, L2

L1
= 0.003

1
= 0.003 � 1, and we can select an upper-bound of sensor accuracy ratio 0.003 ≤

ε= 0.003 � 1 to satisfy max
{

L2
L1

}
≤ ε� 1.

2.3 Effect of sensing disturbance on safe flight
Sensing disturbance has a serious impact on safe flight. Disturbance in position sensing may generate
incorrect desired attitude angles, and they are mismatched to actual position trajectory. Therefore, the
determined attitude is unwanted, and it may be dangerous.

In addition, in position measurement, the frequency bands of actual position p0(t) and sensing distur-
bance d1(t) may have intersections: the disturbance d1(t) may be in low-, mid- or high-frequency bands.
It is impossible for the usual filters to separate d1(t) from the actual position signal p0(t).

Questions: How to reject disturbance d1(t) in position measurement pm(t) using the relatively accurate
velocity vm(t)? Also, how to reject the disturbance in angle measurement using the relatively accurate
angular velocity?

3.0 Preliminary, corollary and notation
3.1 Preliminary
The related background is presented here.

Lemma 3.1 (sliding mode with prescribed convergence law) [26, 27]: The following system is
considered:

ė1 = e2

ė2 = ϕ(t) + γ (t)u̇ (1)
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where, e1 and e2 are the states; u is the controller, and u̇ in the system; |ϕ (t)| ≤�, 0<
m ≤ γ (t)≤ 
M,
�> 0. A 2-sliding control algorithm is as follows:

u̇ =
{

−u, if |u|> 1;

−VMsign
[
e2 + g(e1)

]
, if|u| ≤ 1

(2)

where, g(e1) is smooth everywhere except on e1 = 0, for example, g(e1) = k1|e1|αsign(e1), α ∈ [0.5, 1);
VM >

�+sup[g′(e1)g(e1)]

m

. Then, we get the finite-time convergence law ė1 = −g(e1) (i.e. sliding surface e2 +
g(e1) = 0), and there exists a finite time ts > 0, for t � ts, such that

e1 = 0 and e2 = 0 (3)

Remark 3.1: For system (1), when we select ϕ (t)= 0 and γ (t)= 1, it becomes
ė1 = e2

ė2 = u̇ (4)
Then, the 2-sliding control algorithm (2) is expressed by

u̇ = ė2 =
{

−e2, if |e2|> 1;

−VMsign
[
e2 + g(e1)

]
, if |e2| ≤ 1

(5)

3.2 Corollary on 2-sliding mode system
Combining the system (4) and the 2-sliding control algorithm (5), we get the following corollary on a
2-sliding mode with prescribed convergence law.

Corollary 3.1 (sliding mode with prescribed finite-time convergence law): A 2-sliding mode system is
as follows:

ė1 = e2

ė2 =
{−e2, if |e2|> 1;

−VM · sign
[
e2 + g(e1)

]
, if |e2| ≤ 1

(6)

where, e1 and e2 are the sliding variables; g(e1) is smooth everywhere except on e1 = 0, for example,
g(e1) = k1|e1|αsign(e1), α ∈ [0.5, 1); VM > sup

[
g′ (e1) g (e1)

]
. Then, we get the finite-time convergence

law ė1 = −g(e1) (i.e. sliding surface e2 + g(e1) = 0), and there exists a finite time ts > 0, for t � ts, such
that

e1 = 0 and e2 = 0 (7)

Remark 3.2: For system (6), the parametre selection condition VM > sup
[
g′ (e1) g (e1)

]
is too strict. In

order to relax the parametre selection conditions, we can use a linear convergence law ė1 = −k1e1 for
the nonlinear ė1 = −g(e1), and only VM > k1 > 0 will be required. In the following section, we will give
a theorem on 2-sliding mode system with linear convergence law to be exponentially stable.

3.3 Notation
“a(ω) : b1 → b2 as ω : c1 → c2” means that function a (ω) varies monotonically increasing or decreasing
from b1 to b2 as ω increases from c1 to c2.

4.0 Robust 2-sliding mode system
Before we present the design of sliding mode corrector, we give a 2-sliding mode system, and a Theorem
is presented as follows.
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Figure 1. Sliding variables e1 and e2.

Theorem 4.1 (sliding mode with prescribed linear convergence law): The 2-sliding mode system is as
follows:

ė1 = e2

ė2 =
{−e2, if |e2|> 1;

−k2sign (e2 + k1e1) , if |e2| ≤ 1
(8a)

or

ė1 = e2

ė2 =
{−k3sign (e2) , if |e2|> 1;

−k2sign (e2 + k1e1) , if |e2| ≤ 1
(8b)

where, e1 and e2 are the sliding variables; k2 > k1 > 0, and k3 > 0. Then, we get the linear convergence
law ė1 = −k1e1 (i.e. sliding surface e2 + k1e1 = 0), and the system (8a) or (8b) is exponentially
stable, i.e.

lim
t→∞

e1 = 0 and lim
t→∞

e2 = 0 (9)

The proof of Theorem 4.1 is presented in Appendix. �
In fact, for (8b), when |e2|> 1, we use ė2 = −k3sign (e2) for ė2 = −e2 to speed up e2 convergence and

overcome disturbance, where, k3 > 0.

Simulation example (sliding mode with prescribed linear convergence law): For the sliding mode
system (8b), we select k1 = 1, k2 = 10, and k3 = 5. Then, we get e1 and e2 in Fig. 1. Figure 1 illustrates
the fast convergence of e1 and e2.

In the following, we give a robust 2-sliding mode system considering existence of multiple distur-
bances, and a Theorem is presented as follows.
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Theorem 4.2 (robust 2-sliding mode): A 2-sliding mode system considering the unknown bounded
disturbances is as follows:

ė1 = e2

ė2 =
{−k3sign [e2 − d2(t)] − d3(t), if |e2 − d2(t)|> 1;

−k2sign [e2 − d2(t) + k1(e1 − d1(t))] − d4(t), if |e2 − d2(t)| ≤ 1
(10)

where, e1 and e2 are the sliding variables; the unknown bounded disturbances di(t) satisfy
supt∈[0,∞) |di(t)| ≤ Li <∞ (i = 1, 2, 3, 4); L2 � 1, and there exists a constant ε > 0 such that max

{
L2
L1

}
≤

ε� 1; k1 = 2ε1−r, where r ∈ (0, 1
2

]
; k2 > k1 + L4, and k3 > L3. Then, the effect of disturbances is rejected,

and the variables e1 and e2 of system (10) are in the bounds as follows:

lim
t→∞

|e1| ≤ ρ(ω1)L1; lim
t→∞

|e2| ≤ L2 (11)

where, ω1 is the angular frequency of disturbance d1(t); and the rejection ratio is expressed by

ρ(ω1) = 1√
1 + 1

4
ε2r−2ω2

1

+ 1

2
εr (12)

The rejection ratio ρ(ω1) is a monotonically decreasing function of ω1 ∈ [0, ∞), and it satisfies:

(i) In [ω0, ∞), ρ(ω1) : εr → 1
2
εr as ω1 :ω0 → ∞, where, ω0 = 4ε1−2r

√
1 − 1

4
ε2r;

(ii) In (ωc,ω0), ρ(ω1) : 1 → εr as ω1 :ωc →ω0, where, ωc = ε
1− 1

2 r√4−εr

1− 1
2 ε

r < 4ε1− 1
2 r � 1;

(iii) In [0,ωc], ρ(ω1) : 1 + 1
2
εr → 1 (i.e. ρ(ω1) ≈ 1 due to 0< ε� 1) as ω1 : 0 →ωc, and this

frequency band is sufficiently small due to ωc � 1.

The proof of Theorem 4.2 is presented in Appendix. �
Remark 4.1: From 0< ε� 1 and r ∈ (0, 1

2

]
, we can get that both the rejection ratio ρ(ω1) in frequency

band [ω0, ∞) and the frequency ω0 are small enough. Therefore, the disturbance d1 (t) is reduced at
very small rejection ratio in the large frequency band [ω0, ∞). In fact, the disturbance bound L2 in
velocity sensing through Doppler effect is a few centimetres or a few millimetres, and the disturbance
bound L1 in position sensing is usually about a few metres or even tens of metres. Thus, the sensing
accuracy inequality L2

L1
� 1 holds, and there exists ε > 0 such that max

{
L2
L1

}
≤ ε� 1. When disturbance

d1 (t) becomes worse, i.e. L1 increases, the inequality L2
L1

≤ ε� 1 still holds. Therefore, the frequency
band [ω0, ∞) covers the low/mid/high frequency bands, and the disturbance d1(t) in position sensing in
[ω0, ∞) is rejected sufficiently by the corrector. Furthermore, the disturbance d1(t) can still be rejected
largely in the other frequency bands.

In the following, we consider the position disturbance d1(t) is rejected to the maximum extent in a
given frequency band, and the disturbance in the other bands can still be rejected largely. We will deter-
mine the corrector parametre k1 to get the minimum value of the rejection ratio in the given frequency
band

[
ωreq, ∞)

, and a Theorem is presented as follows.

Theorem 4.3 (sufficient disturbance rejection in given frequency band): The sliding mode system
(10) is considered, where, the unknown bounded disturbances di(t) satisfy supt∈[0,∞) |di(t)| ≤ Li <∞
(i = 1, 2, 3, 4); L2 � 1, and there exists a constant ε > 0 such that max

{
L2
L1

}
≤ ε� 1. For the a given

ωreq > 0, if we select k3 > L3, k2 > k1 + L4 and k1 = 1/xmin, where, xmin is the unique solution to

ω2
reqxmin(1 +ω2

reqx2
min)

− 3
2 − ε= 0 (13)
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in the range ( 1√
2ωreq

, ∞), then, the effect of disturbances is rejected, especially it is rejected sufficiently in
the frequency band

[
ωreq, ∞)

, and the variables e1 and e2 of system (10) are in the bounds as follows:

lim
t→∞

|e1| ≤ ρ(ω1)L1; lim
t→∞

|e2| ≤ L2 (14)

where, the rejection ratio is expressed by

ρ(ω1) = 1√
1 + x2

minω
2
1

+ ε · xmin (15)

The rejection ratio ρ(ω1) is a monotonically decreasing function of ω1 ∈ [0, ∞), and it satisfies:

(i) In [ω0, ∞), ρ(ω1) : ρmin → ε · xmin as ω1 :ωreq → ∞.

(ii) In (ωc,ω0), ρ(ω1) : 1 → ρmin as ω1 :ωc →ωreq, where, ωc =
√

2ε
xmin

√
1− 1

2 εxmin

1−ε·xmin
.

(iii) In [0,ωc], ρ(ω1) : 1 + ε · xmin → 1 as ω1 : 0 →ωc.

where,

ρmin = 1√
1 +ω2

reqx2
min

+ ε · xmin (16)

The proof of Theorem 4.3 is presented in Appendix. �

5.0 Design of sliding mode corrector
According to Theorem 4.2, and considering disturbance in position sensing, a sliding mode corrector is
designed to reject the disturbance, and a theorem is presented as follows.

Theorem 5.1 (sliding mode corrector): Suppose position measurement is pm(t) = p0(t) + d1(t), and
velocity measurement is vm(t) = v0(t) + d2(t); p0(t) is the actual position, and v0(t) is the actual veloc-
ity; the unknown bounded disturbances d1(t) and d2(t) satisfy supt∈[0,∞) |di(t)| ≤ Li <∞, where, i = 1, 2;
L2 � 1, and there exists a constant ε > 0 such that max

{
L2
L1

}
≤ ε� 1; supt∈[0,∞) |v̇0(t)| ≤ L3 <∞. The

sliding mode corrector is designed as follows:

ẋ1 = x2

ẋ2 =
{−k3sign [x2 − vm(t)], if |x2 − vm(t)|> 1;

−k2sign
[
x2 − vm(t) + k1(x1 − pm(t))

]
, if |x2 − vm(t)| ≤ 1

(17)

where, x1 and x2 are the corrector variables; the corrector parametres satisfy k1 = 2ε1−r (where r ∈(
0, 1

2

]
), k2 > k1 + L3 and k3 > L3. Then, the disturbance d1(t) is rejected, and the corrector estimate

outputs satisfy:

lim
t→∞

|x1 − p0(t)| ≤ ρ(ω1)L1; lim
t→∞

|x2 − v0(t)| ≤ L2 (18)

where, ω1 is the angular frequency of disturbance d1(t), and the rejection ratio is expressed by

ρ(ω1) = 1√
1 + 1

4
ε2r−2ω2

1

+ 1

2
εr (19)

The rejection ratio ρ(ω1) is a monotonically decreasing function of ω1 ∈ [0, ∞), and it satisfies:

(i) In [ω0, ∞), ρ(ω1) : εr → 1
2
εr as ω1 :ω0 → ∞, where, ω0 = 4ε1−2r

√
1 − 1

4
ε2r;

(ii) In (ωc,ω0), ρ(ω1) : 1 → εr as ω1 :ωc →ω0, where, ωc = ε
1− 1

2 r√4−εr

1− 1
2 ε

r < 4ε1− 1
2 r � 1;
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(iii) In [0,ωc], ρ(ω1) : 1 + 1
2
εr → 1 (i.e. ρ(ω1) ≈ 1) as ω1 : 0 →ωc. This frequency band is sufficiently

small due to ωc � 1.

The proof of Theorem 5.1 is presented in Appendix. �
Remark 5.1 (analysis of corrector (17)): The sensing accuracy inequality 0< ε� 1 and r ∈ (0, 1

2

]
guarantee that the rejection ratio ρ(ω1) in frequency band [ω0, ∞) is small enough, and [ω0, ∞) covers
the low/mid/high frequency bands. Therefore, the disturbance d1(t) in [ω0, ∞) can be rejected suffi-
ciently by the corrector. Furthermore, the disturbance d1(t) in the low frequency band (ωc,ω0) is still
reduced largely. Only the approximate constant disturbances in the extreme low-frequency band [0,ωc]
are not rejected. In fact, signals in the extreme low-frequency band [0,ωc] is approximate constant due
to sufficiently small ωc � 1. Therefore, the position disturbance d1(t) can be rejected sufficiently by the
corrector even when the disturbance frequency covers low/mid/high frequency bands.

From Theorem 4.3, considering sufficient disturbance rejection in a given frequency band, we get the
optimal sliding mode corrector, and a theorem is presented as follows.

Theorem 5.2 (optimal sliding mode corrector): The corrector (17) and the measurement sig-
nals in Theorem 5.1 are considered, where, the unknown bounded disturbances di(t) sat-
isfy supt∈[0,∞) |di(t)| ≤ Li <∞ (i = 1, 2); L2 � 1, and there exists a constant ε > 0 such that
max

{
L2
L1

}
≤ ε� 1; supt∈[0,∞) |v̇0(t)| ≤ L3 <∞. For the a given ωreq > 0, if we select k3 > L3, k2 > k1 + L3

and k1 = 1/xmin, where, xmin is the unique solution to

ω2
reqxmin(1 +ω2

reqx2
min)

− 3
2 − ε= 0 (20)

in the range ( 1√
2ωreq

, ∞), then, the disturbance d1(t) is rejected, especially it is rejected sufficiently in the
frequency band

[
ωreq, ∞)

, and the corrector estimate outputs satisfy:

lim
t→∞

|x1 − p0(t)| ≤ ρ(ω1)L1; lim
t→∞

|x2 − v0(t)| ≤ L2 (21)

where, the rejection ratio is expressed by

ρ(ω1) = 1√
1 + x2

minω
2
1

+ ε · xmin (22)

The rejection ratio ρ(ω1) is a monotonically decreasing function of ω1 ∈ [0, ∞), and it satisfies:

(i) In
[
ωreq, ∞)

, ρ(ω1) : ρmin → ε · xmin as ω1 :ωreq → ∞.

(ii) In
(
ωc,ωreq

)
, ρ(ω1) : 1 → ρmin as ω1 :ωc →ωreq, where, ωc =

√
2ε

xmin

√
1− 1

2 εxmin

1−ε·xmin
.

(iii) In [0,ωc], ρ(ω1) : 1 + ε · xmin → 1 as ω1 : 0 →ωc.

where,

ρmin = 1√
1 +ω2

reqx2
min

+ ε · xmin (23)

According to Theorem 4.3 and the system error (123) in the proof of Theorem 5.1, we can get the
bounds of the correction errors in (21). This concludes the proof of Theorem 5.2. �
Remark 5.2 (parametres regulation of corrector (17)):

(1) The selection of k3 > L3, k2 > k1 + L3 and k1 = 2ε1−r (where, max
{

L2
L1

}
≤ ε� 1 and r ∈ (0, 1

2

]
)

makes the corrector stable: k3 > L3 and k2 > k1 + L3 make the corrector estimate errors satisfy
the convergence law (90); k1 = 2ε1−r makes the sliding surface stable, and it further reduces the
corrector estimate error.
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Figure 2. Jet UAV prototype.

(2) The upper-bound of sensor accuracy ratio 0< ε� 1 and r ∈ (0, 1
2

]
make the rejection ratio ρ(ω1)

in frequency band [ω0, ∞) and the frequency ω0 sufficiently small, and the sufficiently rejectable
frequency ω1 ∈ [ω0, ∞) may be in the low/mid/high frequency bands.

(3) Furthermore, the selection of parametre r affects the rejection ratio ρ(ω1) and the sufficiently
rejectable frequency band [ω0, ∞). In fact:

(i) Due to 0< ε� 1, the smaller r is, the bigger εr ∈ (0, 1) is, and ω0 decreases. Therefore, the
frequency band [ω0, ∞) becomes relatively wider.

(ii) Conversely, the larger r is, the smallerεr ∈ (0, 1) is, and ω0 increases. Therefore, the frequency
band [ω0, ∞) is reduced.

(iii) Minimum range and minimum value of ρ(ω1): From ρ(ω1) = 1√
1+ 1

4 ε
2r−2ω2

1

+ 1
2
εr, we know

that ρ(ω1) ∈ ( 1
2
εr, 1 + 1

2
εr
]

whenω1 ∈ [0, ∞). Due to 0< ε� 1 and r ∈ (0, 1
2

]
, when we select

r = 1
2
, we can get the minimum value of min {εr} = ε

1
2 . Therefore, the minimum value of ρ(ω1)

is min {ρ(ω1)} = 1
2
ε

1
2 , and the minimum range is ρ(ω1) ∈

(
1
2
ε

1
2 , 1 + 1

2
ε

1
2

]
when ω1 ∈ [0, ∞).

6.0 Application to jet UAV navigation and control
An RC-model-based F/A-18 Hornet prototype is used [17], which is shown in Fig. 2, and the forces and
torques of UAV are described in Fig. 3.

6.1 Modelling of jet UAV flight dynamics
For the UAV trajectory tracking control, the modelling is considered in the earth-fixed frame [23].
Furthermore, the constructed model is fit for observer design to estimate system uncertainties.

Let 
 = (Ex, Ey, Ez) denote the earth-fixed frame, and �= (Eb
x , Eb

y , Eb
z ) denote the body frame of

the UAV. �
 = [φθψ ]T ∈ 
3 describes the UAV roll, pitch and yaw angles (Euler angles), and �
 =
[ φ̇θ̇ ψ̇ ]T . We use sθ for sin θ and cθ for cos θ . R
�is the transformation matrix representing the orientation
of the body frame � with respect to the earth-fixed frame 
:

R
� =
⎡⎣cθcψ cψsθsφ − sψcφ cψsθcφ + sψsφ

cθsψ sψsθsφ + cψcφ sψsθcφ − cψsφ
−sθ sφcθ cφcθ

⎤⎦ (24)

Let α and β be the angle-of-attack and the sideslip angle, respectively, we can get

α = θ − arctan−1 (W/U), β = arcsin−1 (V/VT) (25)

where, υ� = (U, V , W) is the linear velocity in body frame �, and VT = √
U2 + V2 + W3.
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Figure 3. UAV aerodynamic mesh, forces and moments.

Define p
 = (x, y, z) and υ
 = (ẋ, ẏ, ż) as the position and velocity vectors of centre of gravity, respec-
tively, relative to the earth-fixed frame 
; �� is the angular rate vector of the airframe expressed
in the body frame �; m ∈ 
 is the UAV mass, and J = diag{Jxb, Jyb, Jzb} ∈ 
3×3 is the UAV inertia
matrix. Then, the dynamic equations for the jet UAV subjected to force F ∈ 
3 and torque τ ∈ 
3 are
given by

ṗ
 = υ


m · υ̇
 = F + mgEz

J · �̇� = −�� × (J��)+ τ (26)

where, Ez = [
0 0 1

]T . The relation between the angular rate vector �� = [
p� q� r�

]T and the Euler
angle derivative vector �
 = [φ̇ θ̇ ψ̇]T is given by

�� =Z�
 or �
 =Z
−1�� (27)

where,

Z=
⎡⎢⎣1 0 −sθ

0 cφ sφcθ
0 −sφ cφcθ

⎤⎥⎦, Z
−1 =

⎡⎢⎣1 sφsθ/cθ cφsθ/cθ
0 cφ −sφ
0 sφ/cθ cφ/cθ

⎤⎥⎦ (28)

The total external force F consists of the thrust Fjet generated by the jet engine, aerodynamic forces on
the fixed wing Fw, aerodynamic forces on the fuselage Ff , the forces created by the rudders Fr, the forces
created by the elevators Fe, and uncertainties and external disturbances Fd. These forces are expressed in
body frame�, and they are transformed by R
� to be expressed in the earth-fixed frame 
 as follows:

F = R
�(Fjet + Fw + Ff + Fr + Fe + Fd) (29)

The total moment τ consists of the moments created by the fixed wings τw, the moments created
by the rudders τr, the moments created by the elevators τe, and moments due to the uncertainties and
external disturbances τd:

τ = τw + τr + τe + τd (30)

The aerodynamic parametres of the UAV are from [17]. The CFD (computational fluid dynamics)
simulation was performed, and the results from the wind tunnel tests were compared. For the boundary
conditions, the method of free-stream boundary condition based on Riemann invariants was utilised

https://doi.org/10.1017/aer.2023.29 Published online by Cambridge University Press

https://doi.org/10.1017/aer.2023.29


The Aeronautical Journal 49

[28]: no-slip viscous flow condition; the linearised one-dimensional Euler equations; the free-stream
values for determination of the value of the Riemann invariants; and the symmetrical boundary condition
for the symmetrical UAV. The ANSYS Fluent was used for the CFD simulation, and the design steps
included meshing fluid field, fluent simulation and post-processing [29].

(1) Thrust by jet engine: The thrust of engine in body frame is expressed by

Fjet =
[
Fc 0 0

]T (31)

(2) Aerodynamics of fixed wings

Define q = 0.5ρ(U2 + W2), where, ρ is the air density. The lift and drag forces generated by the fixed
wings are, respectively

Li = qSwCLi, CLi = CL0 + CLαα + CLδiδi

Di = qSwCDi, CDi = CD0 + C2
Li/(πAwew)

ew = 1.78(1 − 0.045A0.68
w ) − 0.46 (32)

where i = 1, 2; Sw is the area of the half wing; CL0 is the lift coefficient when the angle-of-attack α equals
zero; CLα is the lift coefficient due to the angle-of-attack α; δi is the aileron deflection, and CLδi is the lift
coefficient due to the aileron deflection δi; CD0 is the drag coefficient when α = δi = 0; Aw is the aspect
ratio of the fixed wing; ew is the value of the Oswald’s efficiency factor. The expression of lift and drag
coefficients is considered as valid for low angles of attack.

Then the aerodynamic force vector Fw on the fixed wings in body frame can be written as

Fw =
⎡⎢⎣ (L1 + L2)sα − (D1 + D2)cα

0

−(L1 + L2)cα − (D1 + D2)sα

⎤⎥⎦ (33)

The fixed-wing moment τw includes the aerodynamic moment τwa and control torque τwc around the
body axis Eb

x , i.e. τw = τwa + τwc, where,

τwa =
⎡⎢⎣ lw(D1 − D2)sα

lc[(L2 + L1)cα + (D2 + D1)sα]

lw[(L1 − L2)sα + (D2 − D1)cα]

⎤⎥⎦ (34)

and

τwc =
⎡⎢⎣ lwqSwCLδ1.2 (δ1 − δ2)cα

0

0

⎤⎥⎦ (35)

(3) Fuselage

The parametres of fuselage lift and drag are described as follows:

Lf = qSf Clf , Clf = Clfαα,

Df = qSf Cdf , Cdf = Cdf 0 + Cdfαα (36)

where, Sf is the fuselage equivalent cross-sectional area; Lf and Df are the lift and drag forces generated
by the fuselage, respectively; Clf is the lift coefficient; Cdf is the drag coefficient; Cdf 0 is the constant in
the coefficient of drag force. Then the force vector Ff on the fuselage in body frame is expressed by

Ff =
⎡⎢⎣ Lf sα − Df cα

0

−Lf cα − Df sα

⎤⎥⎦ (37)
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(4) Elevator

The parametres of elevator lift and drag are described as follows:

Le = qSeCle, Cle = Cleα(α+ δe)

De = qSeCde, Cde = Cde0 + C2
le/(πAeee)

ee = 1.78(1 − 0.045A0.68
e ) − 0.46 (38)

where Se is the area of the elevator, δe is the elevator deflection; Cleα is the lift coefficient due to the
angle-of-attack α and the deflection δe; Cde0 is the drag coefficient when α+ δe = 0; Ae is the aspect
ratio of the elevator; ee is the value of the Oswald’s efficiency factor. Then the force vector Fe on the
elevator in body frame is expressed by

Fe =
⎡⎣ Lesα − Decα

0
−Lecα − Desα

⎤⎦ (39)

The elevator moment τe includes the aerodynamic moment τea and control torque τec in the body axis
Eb

y , i.e. τe = τea + τec, where,

τea =
⎡⎣ 0

−leDesα
0

⎤⎦ (40)

and

τec =
⎡⎣ 0

−leqSeCleα(α + δe)cα
0

⎤⎦ (41)

(5) Rudders

Define q̄ = 0.5ρ(U2 + V2). The lift and drag forces generated by the rudders, respectively

Lr = q̄SrClr, Clr = Clrββ + Clrδrδr

Dr = q̄SrCdv, Cdr = Cdr0 + C2
lr/(πArer)

er = 1.78(1 − 0.045A0.68
r ) − 0.46 (42)

where, Sr is the area of the rudders; Clrβ is the lift coefficient due to the sideslip angle β; δr is the
rudder deflection, and Clrδr is the lift coefficient due to the deflection δr; Cdr0 is the drag coefficient when
β = δr = 0; Ar is the aspect ratio of the rudder; er is the value of the Oswald’s efficiency factor. Then the
aerodynamic force vector Fr on the rudders in body frame can be expressed by

Fr =
⎡⎣Lrsβ − Drcβ

Lrcβ + Drsβ
0

⎤⎦ (43)

The rudder moment τr includes the aerodynamic moment τra and control torque τrc in body axis Eb
z , i.e.

τr = τra + τrc, where,

τra =
⎡⎣ 0

0
lrDrsβ

⎤⎦ (44)

and

τrc =
⎡⎣ 0

0
lrq̄Sr(Clrββ + Clrδrδr)cβ

⎤⎦ (45)
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(6) UAV motion equations in the earth-fixed frame considering system uncertainties

According to [23], from (27) and (26), we get

�̇
 = (
Z

−1
)′
�� +Z

−1�̇�

= (
Z

−1
)′
Z�
 −Z

−1J−1 [Z�
 × (JZ�
)] +Z
−1J−1τ (46)

The total moment τ can be categorised into the control torque τc, uncertain moment τd and other
moments τother, i.e.

τ = τc + τother + τd (47)

From (35), (41) and (45), we get

τc = τwc + τec + τrc (48)

and from (34), (40) and (44), we get

τother = τwa + τea + τra (49)

In system (46), considering (47), we define

(
Z

−1
)′
Z�
 −Z

−1J−1 [Z�
 × (JZ�
)] +Z
−1J−1τother

define=
⎡⎢⎣ aφ

(
φ, θ ,ψ , φ̇, θ̇ , ψ̇ , α, β

)
aθ
(
φ, θ ,ψ , φ̇, θ̇ , ψ̇ , α, β

)
aψ
(
φ, θ ,ψ , φ̇, θ̇ , ψ̇ , α, β

)
⎤⎥⎦ (50)

Z
−1J−1τc

define= [
τφ τθ τψ

]T (51)

In (29), we define

R
�(Fw + Ff + Fr + Fe)/m
define=

⎡⎢⎣Fxa(φ, θ ,ψ , α, β)

Fya(φ, θ ,ψ , α, β)

Fza(φ, θ ,ψ , α, β)

⎤⎥⎦ (52)

Then, the jet UAV motion equations written in terms of the centre of mass C in the earth-fixed frame
are

ẍ = cθcψFc/m + Fxa(φ, θ ,ψ , α, β) +�x

ÿ = cθsψFc/m + Fya(φ, θ ,ψ , α, β) +�y

z̈ = −sθFc/m + Fza(φ, θ ,ψ , α, β) + g +�z (53)

φ̈ = aφ
(
φ, θ ,ψ , φ̇, θ̇ , ψ̇ , α, β

)+ τφ +�φ

θ̈ = aθ
(
φ, θ ,ψ , φ̇, θ̇ , ψ̇ , α, β

)+ τθ +�θ

ψ̈ = aψ
(
φ, θ ,ψ , φ̇, θ̇ , ψ̇ , α, β

)+ τψ +�ψ (54)

where, m is the mass of the UAV; g is the gravity acceleration; (�x, �y, �z) and (�φ , �θ , �ψ ) are the
bounded uncertainties in the position and attitude dynamics, respectively; τφ , τθ and τψ are the control
torques for roll, pitch and yaw dynamics, respectively, defined in (51).

6.2 Measurements
For the jet UAV, a GPS receiver provides the global position and the velocity. An IMU gives the attitude
angle and angular velocity. The measurement outputs are expressed by

y∗1 = ∗ + d∗1(t), y∗2 = ∗̇ + d∗2(t) (55)

where, ∗i = {x, y, z, φ, θ ,ψ}, and ∗̇ = {ẋ, ẏ, ż, φ̇, θ̇ , ψ̇}; d∗1(t) denotes the disturbances in position
and angle measurements, and supt∈[0,∞) |d∗1(t)| ≤ L∗1 <∞; d∗2(t) denotes the disturbances in the
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Figure 4. Scheme of control system.

measurements of flying velocity and angular velocity, and supt∈[0,∞) |d∗2(t)| ≤ L∗2 <∞; L∗2 � 1, and
max

{
L∗1
L∗2

}
≤ ε∗ � 1. The corrector (17) is used to reject the measurement disturbances and to estimate

the actual (x, y, z, φ, θ , ψ).

6.3 Controller design
In this section, the control laws are derived for UAV trajectory tracking and attitude stabilisation. The
position, attitude and system uncertainties are reconstructed by the presented corrector and an existing
extended state observer.

The scheme of control system with correction and estimation is shown in Fig. 4: (1) the correctors
estimate position and attitude angles, and the disturbances are rejected from the measurements; (2) the
extended state observers estimate the uncertainties in position and attitude dynamics, respectively; (3)
according to the reference trajectory and estimation from the correctors and observers, the position
controller drives the position dynamics; (4) from the estimation of position, attitude, uncertainties and
the reference trajectory, the desired attitude is determined; (5) according to the desired attitude and
estimation from the correctors and observers, the attitude controller drives the attitude dynamics.

(1) Error systems

Suppose the reference trajectory and its finite order derivatives are bounded, and can be generated
directly. For the reference trajectory Xd = (xd, yd, zd), let ex = x − xd, ey = y − yd, and ez = z − zd, then
the system error for position dynamics (53) is

ëp = up +�p +�p (56)

where,

ep =
⎡⎢⎣ ex

ey

ez

⎤⎥⎦, up =
⎡⎢⎣upx

upy

upz

⎤⎥⎦=
⎡⎢⎣ cθcψ

cθsψ
−sθ

⎤⎥⎦ Fc/m,

�p =
⎡⎢⎣ Fxa(φ, θ ,ψ , α, β) − ẍd

Fya(φ, θ ,ψ , α, β) − ÿd

Fza(φ, θ ,ψ , α, β) + g − z̈d

⎤⎥⎦, �p =
⎡⎢⎣�x

�y

�z

⎤⎥⎦ (57)
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For the desired attitude angle �d = (φd, θd,ψd), let eφ = φ − φd, eθ = θ − θd, and eψ =ψ −ψd, then
the system error for attitude dynamics (54) is

ëa = ua +�a +�a (58)

where,

ea =
⎡⎢⎣ eφ

eθ
eψ

⎤⎥⎦, ua =
⎡⎢⎣ τφτθ
τψ

⎤⎥⎦, �a =
⎡⎢⎣�φ

�θ

�ψ

⎤⎥⎦,

�a =
⎡⎢⎣ aφ

(
φ, θ ,ψ , φ̇, θ̇ , ψ̇ , α, β

)− φ̈d

aθ
(
φ, θ ,ψ , φ̇, θ̇ , ψ̇ , α, β

)− θ̈d

aψ
(
φ, θ ,ψ , φ̇, θ̇ , ψ̇ , α, β

)− ψ̈d

⎤⎥⎦ (59)

(2) Extended state observers for the uncertainties �p and �a

The extended state observers [24] are used to estimate the uncertainties in position dynamics (53) and
attitude dynamics (54). For the observers, the measurements of flying velocity and angular velocity y∗2 =
∗̇ + d∗2(t) (where, ∗̇ = {ẋ, ẏ, ż, φ̇, θ̇ , ψ̇}) are the input signals. Then, the uncertainty�p = [

�x�y�z

]T in
the position dynamics and the uncertainty �a = [

�φ�θ�ψ

]T in the attitude dynamics are estimated.
The continuous extended state observers can provide smooth and accurate estimations of the

uncertainties in the system dynamics, reducing high-frequency vibrations.
The following extended state observers are used [24]:

ẋ∗1 = x∗2 − λ∗1|x∗1 − y∗2| 1+α∗
2 sign(x∗1 − y∗2) + H∗

ẋ∗2 = −λ∗2|x∗1 − y∗2|α∗sign(x∗1 − y∗2) (60)

From Theorem 1 in, [24] there exist a finite time ts > 0 such that, for t � ts,

x∗1 = ∗̇, x∗2 =�∗ (61)

where, ∗ = {x, y, z,ψ , θ , φ} and ∗̇ = {ẋ, ẏ, ż, φ̇, θ̇ , ψ̇}; λ∗1, λ∗2 > 0, and α∗ ∈ (0, 1); The measurement y∗2

defined in (55) is the observer input signal;

Hx = upx + Fxa(φ̂, θ̂ , ψ̂ , α, β)

Hy = upy + Fya(φ̂, θ̂ , ψ̂ , α, β)

Hz = upz + Fza(φ̂, θ̂ , ψ̂ , α, β) − g

Hφ = τφ + aφ
(
φ̂, θ̂ , ψ̂ , φ̇, θ̇ , ψ̇ , α, β

)
Hθ = τθ + aθ

(
φ̂, θ̂ , ψ̂ , φ̇, θ̇ , ψ̇ , α, β

)
Hψ = τψ + aψ

(
φ̂, θ̂ , ψ̂ , φ̇, θ̇ , ψ̇ , α, β

)
(62)

and (φ̂, θ̂ , ψ̂) are from the outputs of the sliding mode correctors. From (60) and (61), we get

�̂p = [
xx2xy2xz2

]T (63)

and

�̂a = [
xψ2xθ2xφ2

]T (64)

(3) Controller design for position dynamics

For position dynamics (53), to track the reference trajectory Xd = (xd, yd, zd), when we select the
following controller, the position system error (56) will converge asymptotically to zero:

up = −�̂p − �̂p − kp1̂ep − kp2̂ėp (65)
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where êx = x̂ − xd,̂̇ex =̂̇x − ẋd, êy = ŷ − yd,̂̇ey =̂̇y − ẏd, êz = ẑ − zd,̂̇ez =̂̇z − żd; kp1, kp2 > 0; (̂x, ŷ, ẑ,̂̇x,̂̇y,̂̇z, φ̂, θ̂ , ψ̂) are from the outputs of the correctors; �̂p is from the outputs of the extended state observer;
and

êp =
⎡⎢⎣ êx

êy

êz

⎤⎥⎦, ̂̇ep =
⎡⎢⎣̂̇ex̂̇eŷ̇ez

⎤⎥⎦,

�̂p =
⎡⎢⎣ Fxa(φ̂, θ̂ , ψ̂ , α, β) − ẍd

Fya(φ̂, θ̂ , ψ̂ , α, β) − ÿd

Fza(φ̂, θ̂ , ψ̂ , α, β) − g − z̈d

⎤⎥⎦ (66)

From (57), we get the engine thrust

Fc = m
∥∥up

∥∥
2
= m

√
u2

px + u2
py + u2

pz (67)

(4) Desired attitude angles

From (56) and (65), we get

ëz = −sθFc/m + Fza(φ̂, θ̂ , ψ̂ , α, β) + g − z̈d + �̂z = −kp1̂ez − kp2̂ėz (68)

Then, the desired pitch angle is

θd = arcsin
m(Fza(φ̂, θ̂ , ψ̂ , α, β) + g − z̈d + �̂z + kp1̂ez + kp2̂ėz)

Fc

(69)

Also, from (56) and (65), we get

ëx = cθcψFc/m + Fxa(φ̂, θ̂ , ψ̂ , α, β) + �̂x = −kp1̂ex − kp2̂ėx

ëy = cθsψFc/m + Fya(φ̂, θ̂ , ψ̂ , α, β) + �̂y = −kp1̂ey − kp2̂ėy (70)

Then, the desired yaw angle is

ψd = arctan
Fya(φ̂, θ̂ , ψ̂ , α, β) + �̂y + kp1̂ey + kp2̂ėy

Fxa(φ̂, θ̂ , ψ̂ , α, β) + �̂x + kp1̂ex + kp2̂ėx

(71)

The combination of lift force from the wings, elevator and fuselage can provide the centripetal force.
The radius of curvature is

r = ẋ2 + ẏ2

|ẋÿ − ẍẏ| (72)

and the centripetal force is

fcentri = m(ẋ2 + ẏ2)

r
= m |ẋÿ − ẍẏ| (73)

Also, the centripetal force can be expressed by

fcentri = Lwef cos φd (74)

where, Lwef = −(L1 + L2)cα − (D1 + D2)sα − Lecα − Desα − Lf cα − Df sα. Then, we get the desired roll
angle

φd = arccos
fcentri

Lwef

(75)
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(5) Controller design for attitude dynamics

For attitude dynamics (54), to track the desired attitude �d = (ψd, θd, φd), when we select the
following controller, the attitude system error (58) will converge asymptotically to zero:

ua = −�̂a − �̂a − ka1̂ea − ka2̂ėa (76)

where, ka1, ka2; êφ = φ̂ − φd, ̂̇eφ = ̂̇φ − φ̇d, êθ = θ̂ − θd, ̂̇eθ =̂̇θ − θ̇d, êψ = ψ̂ −ψd, ̂̇eψ = ̂̇ψ − ψ̇d; êa =[̂
eφ êθ êψ

]T ; ėa = [̂
ėφ ̂̇eθ ̂̇eψ]T ; (φ̂, θ̂ , ψ̂) are from the outputs of the correctors; �̂a is from the outputs

of the extended state observers; and

�̂a =
⎡⎢⎣ aφ

(
φ̂, θ̂ , ψ̂ , φ̇, θ̇ , ψ̇ , α, β

)− φ̈d

aθ
(
φ̂, θ̂ , ψ̂ , φ̇, θ̇ , ψ̇ , α, β

)− θ̈d

aψ
(
φ̂, θ̂ , ψ̂ , φ̇, θ̇ , ψ̇ , α, β

)− ψ̈d

⎤⎥⎦ (77)

7.0 Simulation examples
We use two examples to illustrate the sliding mode corrector presented in Theorems 5.1 and 5.2.

Example 1 (sliding mode corrector design from Theorem 5.1):

(1) Sensor outputs and actual values

Measurement signals for position and velocity: pm(t) = p0(t) + d1(t), vm(t) = v0(t) + d2(t)
where, d1(t) and d2(t) are the disturbances in position and velocity measurements, respectively;
Suppose the actual position: p0 (t)= 10 + 20 sin (t);
and the actual velocity: v0 (t)= 20 cos (t).

(2) Disturbance in position measurement

Position sensing disturbance d1(t) = d11(t) + d12(t) includes disturbance d11(t) and stochastic noise
d12(t). We consider the following three types of disturbance d11(t):

(a) d11(t) = 2 sin (4t) + cos (9t);
(b) d11(t) = 6 sin (4t) + 3 cos (9t), and stochastic noise 3d12(t) (disturbance magnitude increases, i.e.

L1 increases)
(c) d11(t) = 1.5 cos (0.2t) + 0.5 sin (0.6t) + 2 sin (4t) + cos (9t) (disturbance in low and mid fre-

quency bands)

(3) Disturbance in velocity measurement

Velocity sensing disturbance d2(t) = d21(t) + d22(t) + d23(t) includes time-varying disturbance
d21(t), constant disturbance d22(t) and stochastic noise d23(t). We suppose d21(t) = 0.05 cos (0.3t) +
0.03 sin (0.6t) and d22(t) = 0.02.

(4) Determination of upper-bound of sensor accuracy ratio

From the sensor accuracy, we can get supt∈[0,∞) |d1(t)| ≤ L1 = 3 (m), supt∈[0,∞) |d2(t)| ≤ L2 = 0.1 (m/s).
The upper-bound of sensor accuracy ratio ε= 0.034 can be selected such that the sensor accuracy
inequality L2

L1
= 0.1

3
≤ ε= 0.034 � 1 holds.
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(5) Corrector parametres’ selection

From the corrector parametre selection in the Remark 5.2 of Theorem 5.1, we select r = 1
2

to get
the minimum value and minimum range of rejection ratio ρ(ω1): min {ρ(ω1)} = 1

2
ε

1
2 , and ρ(ω1) ∈(

1
2
ε

1
2 , 1 + 1

2
ε

1
2

]
when ω1 ∈ [0, ∞).

Therefore, from ε= 0.034 and r = 1
2
, we can determine the corrector parametre k1 = 2ε1−r = 2 ×

0.0341−0.5 = 0.36.
According to supt∈[0,∞) |v̇0(t)| ≤ L3 = 10, k2 > k1 + L3 and k3 > L3, we select k2 = 100, k3 = 100.

(6) Rejection ratio and disturbance frequency bands

From ε= 0.034 and r = 1
2
, the rejection ratio is expressed by

ρ(ω1) = 1√
1 + 1

4
ε2r−2ω2

1

+ 1

2
εr = 1√

1 + 7.35ω2
1

+ 0.09

and we get:

ω0 = 4ε1−2r

√
1 − 1

4
ε2r = 4

√
1 − 1

4
× 0.034 = 3.98 (rad/s)

ωc = ε1− 1
2 r

√
4 − εr

1 − 1
2
εr

= 0.0341− 1
4

√
4 − 0.0340.5

1 − 1
2
× 0.0340.5 = 0.17 (rad/s)

Therefore, the rejection ratio in the different frequency bands of [0, ∞) can be described by:

(i) In
[
3.98rad/s, ∞), ρ(ω1) : 0.18 → 0.09 as ω1 : 3.98 → ∞ (rad/s);

(ii) In (0.17, 3.98rad/s), ρ(ω1) : 1 → 0.18 as ω1 : 0.17 → 3.98 (rad/s);
(iii) In

[
0, 0.17rad/s

]
, ρ(ω1) : 1.09 → 1 (i.e. ρ(ω1) ≈ 1) as ω1 : 0 → 0.17 (rad/s).

Comparison with signal fusion based on Kalman filter:
We compare the sliding mode corrector with KF-based method. For this example, there are only
two measurement signals, and no system model is given, we use the direct KF-based signal fusion
method [25].

The position measurement is pm(t) = p0(t) + d1(t), and the velocity measurement is vm(t) = v0(t) +
d2(t). According to the Taylor’s expansion, position and velocity in discrete system can be expressed
approximately by

p0(k) ≈ p0(k − 1) + v0(k − 1) ·�T

v0(k) ≈ v0(k − 1) (78)

where, �T is the sampling time, and k is the sample step.

Define X (k)= [
p0(k) v0(k)

]T , A =
[

1 �T
0 1

]
, the above relation can be described by a matrix system:

X (k)= A · X (k − 1) (79)

For pm(t) = p0(t) + d1(t) and vm(t) = v0(t) + d2(t), we get

pm(k) = p0(k) + d1(k); vm(k) = v0(k) + d2(k) (80)
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Define H =
[

1 0
0 1

]
, V (k)= [

d1(k) d2(k)
]T , then the measurement outputs can be expressed by

Y (k)= H · X (k)+ V (k) (81)

Therefore, the Kalman filter for signal integration is designed as follows:

X(k|k − 1) = A · X(k − 1|k − 1)

P(k|k − 1) = A · P(k − 1|k − 1)AT + Q

K(k) = P(k|k − 1)HT

H · P(k|k − 1)HT + R

X(k|k) = X(k|k − 1) + K(k)(Y(k) − H · X(k|k − 1))

P(k|k) = (I − K(k)H)P(k|k − 1) (82)

where, I =
[

1 0
0 1

]
; Q =

[
1
3
qc�T3 1

2
qc�T2

1
2
qc�T2 qc�T

]
is the process noise covariance matrix, and qc is the power

spectral density of the input white noise; and R is the measurement noise covariance matrix. In the

simulation, the power spectral density of the input white noise is selected as qc = 1, [25] R =
[

0.8 0
0 0.8

]
,

P (0|0)=
[

0.1 0
0 0.1

]
and the sampling time is �T = 0.008(sec).

Analysis of simulation results:
The disturbance rejections in position sensing are presented in Fig. 5. Figure 5(a) describes the dis-
turbance rejection when the disturbance d1(t) is in the frequency band that is rejected sufficiently. In
fact, the frequency band of disturbance d1(t) is ω1 ∈ [4rad/s, ∞), and

[
4rad/s, ∞)⊂ [

3.98rad/s, +∞).
We know that in frequency band

[
3.98rad/s, ∞), the minimum rejection ratio is obtained, i.e. ρ(ω1) ∈(

1
2
ε

1
2 , ε

1
2

]
= (0.09, 0.18]. Therefore, the position disturbance is rejected sufficiently.

Figure 5(b) presents the disturbance rejection when the magnitude of disturbance d1(t) increases.
Even the position sensing accuracy becomes worse (L1 : 3 m → 9 m), the corrector with the original
parametres can still reject the disturbance sufficiently.

Figure 5(c) shows the disturbance rejection when the position disturbance d1(t) covers the
low/min/high frequency bands. In the disturbance d1(t), the mid/high frequency part is rejected suffi-
ciently. Even the low-frequency disturbance exists, the effect of disturbance can still be rejected largely.
In fact, in the position disturbance d1(t) = d11(t) + d12(t) (where, d11(t) = 1.5 cos (0.2t) + 0.5 sin (0.6t) +
2 sin (4t) + cos (9t) and the high-frequency stochastic noise d12(t)):

(1) the part 2 sin (4t) + cos (9t) is within the frequency band
[
3.98rad/s, ∞), and the rejection ratio

is minimum, i.e. ρ(ω1) ∈ (0.09, 0.18]; therefore, this part of disturbance is rejected sufficiently;
d12(t) is also rejected sufficiently due to its high frequency.

(2) the part 1.5 cos (0.2t) + 0.5 sin (0.6t) is within the frequency band (0.17, 3.98rad/s
]
, and the

rejection ratio is ρ(ω1) ∈ [0.18, 1rad/s); therefore, this part of disturbance is still reduced.

From Fig. 5, we can also find that the estimate outputs of corrector are accurate and smoothed even
stochastic noise exists in position and velocity measurements. In addition, if initial calibration is done for
position sensing, the corrector error keeps small from the beginning; and if there is no initial calibration
for position sensing, the corrector error can still converge to the small bound. The corrector performance
is compared with the estimate results of the KF-based method. Comparing to the corrector, due to the
existence of widely frequency-band disturbance in position sensing, the obviously large estimate errors
exist in the outputs of the KF, although it can reduce the effect of disturbance to some extent.
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(a)

(b)

(c)

Figure 5. Example 1 – Simulation on position disturbance rejection. (a) Disturbance rejection
when L1 = 3. (b) Disturbance rejection when L1 = 9. (c) Disturbance rejection when low-frequency
disturbance is also included.
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Example 2 (sliding mode corrector design from Theorem 5.2):
This example illustrates the position disturbance d1(t) is rejected to the maximum extent within a

given frequency band, and the disturbance in the other bands can still be reduced largely. The corrector
parametres are determined to get an optimal value of rejection ratio in the given frequency band.

(1) Sensor outputs and actual values

Sensing signals for position and velocity are pm(t) = p0(t) + d1(t) and vm(t) = v0(t) + d2(t), respec-
tively, where, d1(t) and d2(t) are the disturbances in position and velocity sensing, respectively;

the actual position: p0 (t)= 10 + 20 sin (t);
and the actual velocity: v0 (t)= 20 cos (t).

(2) Disturbance in position sensing

Position sensing disturbance d1(t) = d11(t) + d12(t) includes time-varying disturbance d11(t) and
stochastic noise d12(t), and we suppose d11(t) = 2 sin (1.5) + cos (3t).

(3) Disturbance in velocity sensing

Velocity sensing disturbance d2(t) = d21(t) + d22(t) + d23(t) includes time-varying disturbance
d21(t), constant disturbance d22(t), and stochastic noise d23(t). We suppose d21(t) = 0.05 cos (0.3t) +
0.03 sin (0.6t) and d22(t) = 0.02.

(4) Corrector parametres’ selection

In this example, we suppose the disturbance d1(t) is required to be rejected sufficiently in the given
frequency band

[
ωreq, ∞)= [

1rad/s, ∞), and a small rejection ratio is obtained in this frequency band.
From ωreq = 1rad/s, we can get the unique solution xmin to

12xmin(1 + 0.52x2
min)− 3

2 − 0.034 = 0

in the range ( 1√
2×1

, ∞), i.e. xmin = 5.26, and k1 = 1/xmin = 0.19.
According to supt∈[0,∞) |v̇0(t)| ≤ L3 = 20, k2 > k1 + L3 and k3 > L3, we select k2 = 100, k3 = 100.

(5) Rejection ratio and disturbance frequency bands

From the sensor accuracy L1 = 3 (m) and L2 = 0.1 (m/s), the upper-bound of sensor accuracy ratio
ε= 0.034 is selected such that the sensor accuracy inequality L2

L1
= 0.1

3
≤ ε= 0.034 � 1 holds.

From ε= 0.034 and xmin = 5.26, the rejection ratio can be expressed by

ρ(ω1) = 1√
1 + x2

minω
2
1

+ ε · xmin = 1√
1 + 27.67ω2

1

+ 0.18

Therefore, the rejection ratio in the different frequency bands of [0, ∞) can be described by:

(i) In
[
1rad/s, ∞), ρ(ω1) : 0.37 → 0.18 as ω1 : 1 → ∞ (rad/s);

(ii) In (0.13, 1rad/s), ρ(ω1) : 1 → 0.37 as ω1 : 0.13 → 1 (rad/s), in which, ωc =
√

2ε
xmin

√
1− 1

2 εxmin

1−ε·xmin
=

0.13 (rad/s);
(iii) In

[
0, 0.13rad/s

]
, ρ(ω1) : 1.18 → 1 as ω1 : 0 → 0.13 (rad/s).

The disturbance rejection for Example 2 is presented in Fig. 6. Due to the relatively small rejection
ratio ρ(ω1) ∈ (0.18, 0.37] when ω1 ∈ [1rad/s, ∞), the disturbance d1 (t) in position sensing is rejected
sufficiently in the given frequency band

[
1rad/s, ∞). Also, we can find that the corrector has strong
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Figure 6. Example 2 – Simulation on position disturbance rejection for the given frequency band.

robustness against stochastic noise from the measurements of position and velocity, and the estimate
output is smoothed. Thus, the plot performance confirms the results of numerical calculation.

For example 1, when ω1 = 1 rad/s, we can get ρ(ω1) = 1√
1+7.35ω2

1

+ 0.09 = 0.44 rad/s. Therefore,

in the given frequency band
[
1rad/s, ∞), the rejection ratio ρ(ω1) it satisfies ρ(ω1) : 0.44 → 0.09 as

ω1 : 1 → ∞ (rad/s). The rejection performance of Example 1 is a little worse than that of Example 2
near the frequency ω1 due to 0.44> 0.37. However, in low frequency band, the method in Example 1
can get better performance because ρ(ω1) : 1.09 → 1 (i.e. ρ(ω1) ≈ 1) as ω1 : 0 → 0.17 (rad/s); while,
for Example 2, we can get ρ(ω1) : 1.18 → 1 as ω1 : 0 → 0.13 (rad/s). For the whole frequency range
[0, ∞), the corrector in Example 1 can get ρ(ω1) : 1.09 → 0.09 as ω1 : 0 → ∞, while the corrector in
Example 2 can get ρ(ω1) : 1.18 → 0.18 as ω1 : 0 → ∞.

8.0 Experiment on jet UAV navigation and control
In this section, an experiment on a jet UAV flight is presented. The jet UAV prototype (an RC-model-
based F/A-18 Hornet) shown in Fig. 2 is used for the flight test [17]. A JetCat P200-SX jet engine is
adopted to provide the thrust, and the engine starter includes: Jet-tronic ECU for fuel control; electronic
valve; electronic starting gas valve; electronic fuel valve; fuel tubing, tubing connector set, filters and
cable set; 2-cell, 3,300mA LiPoly battery pack; and starting gas tank. The engine can provide 220N
(52 lbs) thrust for 112,000 RPM, and RPM range: 33000 ∼ 112000 RPM. A Gumstix microcomputer is
used for data collection and signal processing from sensors. The flight control system implementation
on the hardware is shown in Fig. 7. An Arduino Mega 2560 is taken as the driver board, which has
multiple PWM output channels. The input voltage is 7 ∼ 12 V. The control update time is 5ms. The
FUTABA S3001 servos are adopted to control the deflections of ailerons, elevators and rudders. A
10Hz GPS MediaTek MT3329 is selected as the GPS receiver. A 9Hz VTI SCP1000 altimetre with
10cm resolution is utilised for above the sea level altitude measurements at higher altitudes. A 12Hz
SF02-F laser altimetre is used for altitude measurements at lower altitudes with 40m range. A 10kHz
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Figure 7. Control system hardware.

Xsens MTI AHRS provides the 3-axial accelerations, the angular rates and the earth’s magnetic field.
A 192kHz kpilot 32 digital air speed sensor is utilised to obtain the relative wind speed. A 100kHz
4239-01 AOA sensor is used to measure the angle-of-attack.

The jet UAV parametres are described in Table 1.
Measurements of position and velocity: A 10Hz GPS MediaTek MT3329 (without aid) provides

position at accuracy of 3m and velocity at accuracy of 0.1m/s.
Measurements of attitude angle and angular velocity: A 10kHz Xsens MTI AHRS provides attitude

angles and angular velocity, in which: roll/pitch accuracy: 0.5◦, yaw accuracy: 1.0◦; angular accuracy:
9o/hr = 0.0025o/s.

Desired flight trajectory: The desired flight trajectory consists of takeoff, climb, cruise in a circle
with the radius 500m and the height 300 m, and landing back, which is shown in Fig. 8(a).

In the experiment, considering measurement disturbances and the uncertainties in the UAV flight
dynamics, the jet UAV is controlled to track the reference trajectory. The position and velocity are
obtained from the GPS receiver, and the attitude angle and the angular velocity are measured by the IMU.
The corrected positions from the correctors and the system uncertainty estimations from the extended
state observers are used for determination of the desired attitude and design of the controllers. The
controllers (65) and (76) drive the UAV to track the reference trajectory. The performance of position
correction by the correctors is compared with the EKF-based method [21].

8.1 Design of correctors
8.1.1 Determination of upper-bound of sensor accuracy ratio
From the position sensor accuracy, we get supt∈[0,∞) |d∗1(t)| ≤ L∗1 = 3 (m), supt∈[0,∞) |d∗2(t)| ≤ L∗2 =
0.1 (m/s), where, ∗ = {x, y, z}. The upper-bound of sensor accuracy ratio ε= 0.034 can be selected such
that the sensor accuracy inequality L2

L1
= 0.1

3
≤ ε∗ = 0.034 � 1 holds.

From the attitude sensor accuracy, we get supt∈[0,∞) |d∗1(t)| ≤ L∗1= 0.5◦, supt∈[0,∞) |d∗2(t)| ≤
L∗2= 0.0025◦/s, where, ∗ = {φ, θ}; and supt∈[0,∞)

∣∣dψ1(t)
∣∣≤ Lψ1= 1◦, supt∈[0,∞)

∣∣dψ2(t)
∣∣≤

Lψ2= 0.0025◦/s. For the roll/pitch, the upper-bound of sensor accuracy ratio ε∗ = 0.005 can be
selected such that the sensor accuracy inequality L2

L1
= 0.0025

0.5
≤ ε∗ = 0.005 � 1 holds, where, ∗ = {φ, θ}.

For the yaw, the upper-bound of sensor accuracy ratio εψ = 0.0025 can be selected such that the sensor
accuracy inequality L2

L1
= 0.0025

1
≤ εψ = 0.0025 � 1 holds.
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Table 1. UAV parametres

Symbol Quantity Value
md Dry weight of UAV 22.5kg
g Gravity of acceleration 9.8m/s2

ρ Air density 1.225 kg/m3

lw Wingspan 1.92m
Sw Fixed wing area 1.58 m2

CL1,20 Fixed wing lift coefficient (α= 0) 0.3145
CD1,20 Fixed wing drag coefficient (α = 0) 0.1634
CL1,2α Fixed wing lift coefficient due to α 0.5122
CLδ1,2 Fixed wing lift coefficient due to δi 0.1634
CDδ1,2 Fixed wing drag coefficient due to δi 0.0025
Aw Fixed wing aspect ratio 2.67
lf Fuselage length 2.35m
Sf Fuselage equivalent area 0.69 m2

Clfα Fuselage lift coefficient due to α 0.1573
Cdf 0 Fuselage drag coefficient (α = 0) 0.0096
Cdfα Fuselage drag coefficient due to α 0.0152
Se Elevator area 0.36 m2

Cleα Elevator lift coefficient due to α 0.6103
Cde0 Elevator drag coefficient (α= 0) 0.0046
Ae Elevator aspect ratio 1.15
Sr Rudder area 0.38 m2

Clrβ Rudder force coefficient due to β 0.3261
Clrδr Rudder lift coefficient due to δr 0.0075
Cdr0 Rudder drag coefficient (β = δr = 0) 0.0046
Ar Rudder aspect ratio 1.56
Jx Moment inertia about axis Eb

x 18Nm
Jy Moment inertia about axis Eb

y 18Nm
Jz Moment inertia about axis Eb

z 34Nm

8.1.2 Corrector parametres selection
For the position, we select r = 1

2
to get the minimum value and minimum range of rejection ratio

ρ(ω1): min {ρ(ω∗1)} = 1
2
ε

1
2∗ = 1

2
0.0340.5 = 0.09, and ρ(ω∗1) ∈

(
1
2
ε

1
2∗ , 1 + 1

2
ε

1
2∗
]
= (0.09, 1.09] when ω∗1 ∈

[0, +∞), where, ∗ = {x, y, z}.
From ε∗ = 0.034 and r = 1

2
, we can determine the corrector parametre k∗1 = 2ε1−r

∗ = 2 × 0.0341−0.5 =
0.36.

According to supt∈[0,∞) |v̇∗0(t)| ≤ L∗3 = 50, k∗2 > k∗1 + L∗3 and k∗3 > L∗3, we select k∗2 = 100, k∗3 =
100, where, ∗ = {x, y, z}.

For the attitude, we know that εφ = 0.005, εθ = 0.005 and εψ = 0.0025, we select r = 1
2
. Then, we

get the minimum rejection ratio min {ρ(ω∗1)} = 1
2
ε

1
2∗ = 1

2
0.0050.5 = 0.035, and ρ(ω∗1) ∈ (0.035, 1.035]

when ω∗1 ∈ [0, ∞), where, ∗ = {φ, θ}; and min
{
ρ(ωψ1)

}= 1
2
ε

1
2
ψ = 1

2
0.00250.5 = 0.025, and ρ(ωψ1) ∈

(0.025, 1.025] when ωψ1 ∈ [0, ∞).
Therefore:
From ε∗ = 0.005 and r = 1

2
, we can determine k∗1 = 2ε1−r = 2 × 0.0051−0.5 = 0.14, where, ∗ = {φ, θ}.

From εψ = 0.0025 and r = 1
2
, we can determine kψ1 = 2ε1−r = 2 × 0.00251−0.5 = 0.1.
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Figure 8. UAV flight based on correction. (a) 3D navigation trajectories. (b) Position comparison in
the three directions.

For the other parametres, to overcome the effect of angular accelerations on the correctors, we select
the relatively large k∗2 = 10, k∗3 = 10, where, ∗ = {φ, θ ,ψ}.

Therefore, we get the corrector parametres.
Correctors for position: k∗1 = 0.36, k∗2 = 100, k∗3 = 100, where, ∗ = {x, y, z};
Correctors for attitude: kφ1 = 0.14, kθ1 = 0.14, kψ1 = 0.1; k∗2 = 10, k∗3 = 10, where, ∗ = {φ, θ ,ψ}.
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8.1.3 Rejection ratio and disturbance frequency bands

(1) Rejection ratios in the disturbance frequency bands for position

From ε∗ = 0.034 and r = 1
2
, where, ∗ = {x, y, z}, the rejection ratio is expressed by

ρ(ω∗1) = 1√
1 + 1

4
ε2r−2

∗ ω2
∗1

+ 1

2
εr

∗ = 1√
1 + 7.35ω2

∗1

+ 0.09

Therefore, the rejection ratios in the different frequency bands of [0, +∞) can be described by:

(i) In
[
3.98rad/s, ∞), ρ(ω∗1) : 0.18 → 0.09 as ω∗1 : 3.98 → ∞ (rad/s);

(ii) In (0.17, 3.98rad/s), ρ(ω∗1) : 1 → 0.18 as ω∗1 : 0.17 → 3.98 (rad/s);
(iii) In

[
0, 0.17rad/s

]
, ρ(ω∗1) : 1.09 → 1 (i.e. ρ(ω∗1) ≈ 1) as ω∗1 : 0 → 0.17 (rad/s).

(2) Rejection ratios in the disturbance frequency bands for attitude (φ, θ )

From ε∗ = 0.005 and r = 1
2
, where, ∗ = {φ, θ}, the rejection ratio is expressed by

ρ(ω∗1) = 1√
1 + 1

4
ε2r−2

∗ ω2
1

+ 1

2
εr

∗ = 1√
1 + 50ω2

∗1

+ 0.035

Therefore, the rejection ratios in the different frequency bands can be described by:

(i) In
[
4rad/s, ∞), ρ(ω∗1) : 0.07 → 0.035 as ω∗1 : 4 → ∞ (rad/s);

(ii) In (0.04, 4rad/s), ρ(ω∗1) : 1 → 0.07 as ω∗1 : 0.04 → 4 (rad/s);
(iii) In

[
0, 0.04rad/s

]
ρ(ω∗1) : 1.035 → 1 (i.e. ρ(ω∗1) ≈ 1) as ω∗1 : 0 → 0.04 (rad/s).

(3) Rejection ratios in the disturbance frequency bands for attitude (ψ)

From εψ = 0.0025 and r = 1
2
, the rejection ratio is expressed by

ρ(ωψ1) = 1√
1 + 1

4
ε2r−2
ψ ω2

ψ1

+ 1

2
εr
ψ

= 1√
1 + 100ω2

ψ1

+ 0.025

Therefore, the rejection ratios in the different frequency bands can be described by:

(i) In
[
4rad/s, ∞), ρ(ωψ1) : 0.05 → 0.025 as ωψ1 : 4 → ∞ (rad/s);

(ii) In (0.023, 4rad/s), ρ(ωψ1) : 1 → 0.05 as ωψ1 : 0.023 → 4 (rad/s);
(iii) In

[
0, 0.023rad/s

]
, ρ(ωψ1) : 1.025 → 1 (i.e. ρ(ωψ1) ≈ 1) as ωψ1 : 0 → 0.023 (rad/s).

8.2 Parametres of observers and controllers
According to the selection rules of observer parametres [24], we select the extended state observer
parametres: λ1∗ = 4, λ∗2 = 20, α∗ = 0.6, where, ∗ = {x, y, z, θ , φ,ψ}. According to the properties and
tests of engine and digital servos, we select the control law parametres: kp1 = 16, kp2 = 8, ka1 = 25,
ka2 = 8.
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Figure 9. Attitude correction.

8.3 Analysis of UAV navigation and control performance
Figure 8(a) shows the comparison of the flight trajectories, including the measured from GPS, the ref-
erence trajectory, and the estimations by the corrector and the EKF-based method. Meanwhile, the
trajectory comparisons in the three directions are shown in Fig. 8(b): due to the effect of adverse condi-
tions, e.g. engine vibration and communication, the actual measurement disturbances in position from
GPS were about 10m. The estimate errors by the corrector were less than 1m, while the estimate errors
by the KF were about 3m. From the estimate errors and the above numerical calculation, we can find
that the position disturbances were mainly within the frequency band

[
3.98rad/s, +∞). Therefore, the

disturbances in position measurements were rejected sufficiently by the correctors, and the correctors
provided the relatively accurate and smoothed correction outputs. The attitude angle comparisons in
the three directions are shown in Fig. 9. During the UAV flight, the actual measurement disturbances
in attitude from the IMU were about 3◦ ∼ 4◦. The corrector estimate errors for attitude angle were less
than 0.2◦. Then, comparing the above calculation, we can find that the attitude disturbances were mainly
within the frequency band

[
4rad/s, +∞). Therefore, the disturbances in the attitude measurements were

rejected sufficiently by the correctors due to the very small rejection ratio in this frequency band. From
the flight test, we can find that the correctors also reduced the sensing disturbances from the effect of
UAV vibrations, and the jet UAV remained in the safe flight condition throughout the flight.

9.0 Conclusions
In this paper, a sliding mode corrector has been presented, which can correct disturbance in position
measurement using relatively accurate velocity. The performance of the corrector was demonstrated
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by two simulation examples and a jet UAV flight test: (i) it succeeded in rejecting the disturbances
largely in position and attitude sensing, even though the disturbances are in the low/mid/high frequency
bands; (ii) the experimental test verified the validity of the corrector’s providing accurate and smoothed
estimate of position and attitude; (iii) the estimate outputs from the correctors can be used directly by the
control system without any additional filters. The merits of the corrector include its model free, bounded
corrector gains, the accurate and smoothed estimate outputs and strong parametre inclusion to change
of disturbance and signal.
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Appendix
Proof of Theorem 4.1
If |e2|> 1, from the convergence law ė2 = −e2 or ė2 = −k3sign (e2), we can get |e2| ≤ 1.

Select the Lyapunov function candidate as

V = 1

2
(e2 + k1e1)

2 (83)

Then, if |e2| ≤ 1, taking the derivative of V , we get

V̇ = (e2 + k1e1) {−k2sign (e2 + k1e1)+ k1e2}
= −k2 |e2 + k1e1| + k1e2 (e2 + k1e1)

≤ −k2 |e2 + k1e1| + k1 |e2| |e2 + k1e1|
≤ −(k2 − k1) |e2 + k1e1|
= −√

2 (k2 − k1) V
1
2 (84)

We know that k2 > k1 > 0. Therefore, there exists a time ts, for t � ts, such that V = 0, i.e. the sliding
variables are on the sliding surface e2 + k1e1 = 0. Then, from the relation ė1 = e2, we get the following
convergence law:

ė1 = −k1e1 (85)

Therefore, lim
t→∞

e1 = 0. Furthermore, from ė2 = −k2sign (e2 + k1e1), we get lim
t→∞

e2 = 0. This concludes
the proof. �

Proof of Theorem 4.2
Determination of e2 range
For (10), when |e2 − d2(t)|> 1, we get

ė2 = −k3sign(e2 − d2(t)) − d3(t) (86)

Then, it achieves a differential inclusion

ė2 ∈ −k3sign(e2 − d2(t)) + [−L3, L3] (87)

From Lemma 8 in [10] and k3 > L3, there exists a finite time ts, for t � ts, such that
|e2| ≤ L2 (88)

where, supt∈[0,∞) |d2(t)| ≤ L2. Then, there exists a time ts > 0, for t � ts, we get
|e2 − d2(t)| ≤ |e2| + |d2(t)| ≤ 2L2 (89)

Therefore, due to L2 � 1, the inequality |e2 − d2(t)| ≤ 1 holds for t � ts. Then, for system (10), according
to the 2-sliding mode system (8b) in Theorem 4.1 and k2 > k1 + L4, the sliding variables e1 and e2 are
on the sliding surface e2 − d2(t) + k1(e1 − d1(t)) = 0, i.e. we get the following convergence law:

ė1 = −k1e1 + k1d1(t) + d2(t) (90)

Defining the Laplace transforms E1(s) = L[e1], D1(s) = L[d1(t)] and D2(s) = L[d2(t)], we get

sE1(s) = −k1E1(s) + k1D1(s) + D2(s) (91)

Therefore, the error variable e1 is expressed by

E1(s) = k1

s + k1

D1(s) + 1

s + k1

D2(s) (92)
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For the disturbance d1(t), the transfer function k1
s+k1

can be taken as a filter, the disturbance d1(t) is the
input and e1(t) is the output. The selection of k1 should try to reduce the effect of d1(t) by considering
the effect of disturbance d2(t) from the velocity measurement.

Suppose the disturbance d2(t) includes time varying part d21(t) and constant part d22, i.e. d2(t) =
d21(t) + d22; the angular frequency variable of d21(t) is supposed to be ω2. We define supt∈[0,∞) |d21(t)| ≤
L21 <∞, supt∈[0,∞) |d22(t)| ≤ L22 <∞, and L2 = L21 + L22 � 1.

Taking Laplace transform for d2(t), we get D2(s) = D21(s) + d22
s

, where, D2(s) = L[d2(t)] and D21(s) =
L[d21(t)]. Then, (92) can be expressed by

E1(s) = k1

s + k1

D1(s) + 1

s + k1

(D21(s) + d22

s
)

= k1

s + k1

D1(s) + k1

s + k1

D21(s)

k1

+ d22

s(s + k1)
(93)

Boundness of corrector estimate error
Define d1(t) = U1 sin (ω1t) and d21(t) = U21 sin (ω2t). For (93), from the frequency analysis of first-order
filter, we can get

lim
t→∞

e1 = U1√
1 +

(
ω1
k1

)2
sin (ω1t + φ1) + U21/k1√

1 +
(
ω2
k1

)2
sin (ω2t + φ2) + d22

k1

(94)

where, φ1 = − tan−1 ω1
k1

and φ2 = − tan−1 ω2
k1

. We know that U1 ≤ L1, U21 ≤ L21 and |d22| ≤ L22. Therefore,
for (94), we get

lim
t→∞

|e1| ≤ L1√
1 +

(
ω1
k1

)2
+ L21/k1√

1 +
(
ω2
k1

)2
+ L22

k1

(95)

Define x = 1
k1

. Then, (95) can be rewritten by

lim
t→∞

|e1| ≤
(

1√
1 +ω2

1x2
+

L21
L1

x√
1 +ω2

2x2
+ L22

L1

x

)
L1 (96)

In (96), for all the ω2 ∈ [0, ∞), we have
L21
L1

x√
1 +ω2

2x2
≤ L21

L1

x (97)

Therefore, for (96) and L2
L1

≤ ε, we get

lim
t→∞

|e1| ≤
(

1√
1 +ω2

1x2
+ L21 + L22

L1

x

)
L1

=
(

1√
1 +ω2

1x2
+ L2

L1

x

)
L1

=
(

1√
1 +ω2

1x2
+ ε · x

)
L1 (98)

Define the rejection ratio as

ρ(ω1, x) = 1√
1 +ω2

1x2
+ ε · x (99)
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Figure 10. Rejection ratio.

Therefore, (98) can be expressed by

lim
t→∞

|e1| ≤ ρ(ω1, x)L1 (100)

In the rejection ratio (99), define

ρ1(ω1, x) = 1√
1 +ω2

1x2
; ρ2(ω1, x) = ε · x (101)

Taking the derivative for ρ1(ω1, x) and ρ2(ω1, x) about x, respectively, we get
dρ1(ω1, x)

dx
= −ω2

1x(1 +ω2
1x2)− 3

2 < 0 (102)

dρ2(ω1, x)

dx
= ε > 0 (103)

We know that, ρ1(ω1, x) is the monotonically decreasing function of x from ρ1(ω1, 0) = 1, and ρ2(ω1, x)
is monotonically increasing function of x from ρ2(ω1, 0) = 0 (See ρ1(ω1, x) and ρ2(ω1, x) in Figure 10).
Therefore, ρ1(ω1, x) and ρ2(ω1, x) will intersect at a point, and we define the point x

define= x0.
In the following, we consider to determine ω1 and x to make ρ(ω1, x) equal a given rejection ratio ρ0

at the intersection point x0, i.e.

ρ(ω1, x0) = 1√
1 +ω2

1x2
0

+ ε · x0 = ρ0 (104)

and

ρ1(ω1, x0) = ρ2(ω1, x0) = ρ0

2
(105)

holds at the the intersection point x0. From (104) and (105), we have
1√

1 +ω2
1x2

0

= ρ0

2

ε · x0 = ρ0

2
(106)

Solving the equations in (106), we get

x0 = ρ0

2ε

ω1 = 2ε

ρ2
0

√(
4 − ρ2

0

) define= ω0 (107)

The rejection ratio ρ0 at intersection point should satisfy ρ0 ∈ (0, 1). Moreover, due to 0< ε� 1, the
selection of ρ0 should make ω0 bounded. Due to 2

√(
4 − ρ2

0

)
> 1 is bounded, we can select ρ0 to make
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ε

ρ2
0
≤ 1. Therefore, ρ0 � ε

1
2 and ρ0 ∈ (0, 1) need to hold. We select ρ0 = εr ∈ (0, 1) (where, r ∈ (0, 1

2

]
)

to satisfy the above conditions. Then, at the intersection point, x0 and ω1 in (107) can be expressed
respectively by

x0 = 1

2
εr−1

ω1 = 4ε1−2r

√
1 − 1

4
ε2r

define= ω0 (108)

where, r ∈ (0, 1
2

]
. For ρ(ω1, x), when x = x0 and ω1 �ω0, we get

ρ(ω1, x) = 1√
1 +ω2

1x2
0

+ ε · x0

≤ 1√
1 +ω2

0x2
0

+ ε · x0 = ρ0 (109)

Therefore, the error variable e1 is in the bound:

lim
t→∞

|e1| ≤ ρ0L1 (110)

Due to 0< ε� 1 and r ∈ (0, 1
2

]
, we can get ρ0 = εr � 1. Also, the frequency ω0 = 4ε1−2r

√
1 − 1

4
ε2r can

be small enough. Thus, the disturbance d1(t) is rejected sufficiently in the frequency band [ω0, ∞).
Determination of corrector parameter k1

Because k1 = 1
x0

, the parameter k1 is selected as

k1 = 1

x0

= 2ε1−r (111)

Rejection ratio for frequency band ω1 ∈ [0, ∞)

When the corrector parameter k1 = 1
x0

= 2ε1−r is selected, i.e. x = x0 = 1
2
εr−1, the rejection ratio (99) is

described by:

ρ(ω1)
define= ρ(ω1, x0)|x=x0

= 1√
1 + 1

4
ε2r−2ω2

1

+ 1

2
εr (112)

We find that the rejection ratio ρ(ω1) in (112) is a monotonically decreasing function of disturbance
frequency ω1 ∈ [0, ∞), and it satisfies:

i) When ω1 =ω0 = 4ε1−2r
√

1 − 1
4
ε2r, we have ρ(ω0) = ρ0 = εr; and ρ(ω1) → 1

2
εr as ω1 → ∞.

Therefore, in the frequency band [ω0, ∞), ρ(ω1) : εr → 1
2
εr as ω1 :ω0 → ∞.

ii) When ω1 =ωc = c1− 1
2 r√4−εr

1− 1
2 ε

r , we have ρ(ωc) = 1. Therefore, in the frequency band (ωc,ω0),
ρ(ω1) : 1 → εr as ω1 :ωc →ω0.

iii) When ω1 = 0, we have ρ(0) = 1 + 1
2
εr; and ρ(0) ≈ 1 due to 0< ε� 1 and r ∈ (0, 1

2

]
. Therefore,

in the frequency band [0,ωc], ρ(ω1) : 1 + 1
2
εr → 1 (or ρ(ω1) ≈ 1) as ω1 : 0 →ωc.

We know that ωc = ε
1− 1

2 r√4−εr

1− 1
2 ε

r < ε
1− 1

2 r√4
1− 1

2
= 4ε1− 1

2 r � 1 because of 0< ε� 1 and r ∈ (0, 1
2

]
. Therefore,

the frequency band [0,ωc] is sufficiently small. In general, the disturbance d1(t) in position measurement
can be rejected sufficiently by the corrector even the the disturbance frequency covers the low/mid/high
frequency bands.

This concludes the proof. �
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Figure 11. ρ(ω1, x) curve and its minimum value.

Proof of Theorem 4.3
We know that the rejection ratio (99) is a monotonically decreasing function of frequency ω1. Therefore,
in the given frequency band

[
ωreq, ∞)

, the rejection ratio satisfies

ρ(ω1, x) = 1√
1 +ω2

1x2
+ ε · x ≤ 1√

1 +ω2
reqx2

+ ε · x = ρ(ωreq, x) (113)

and

lim
t→∞

|e1| ≤ ρ(ωreq, x)L1 (114)

In the following, we will determine x to get min
{
ρ(ωreq, x)

}
.

Taking the derivatives for ρ(ωreq, x) about x, we get

dρ(ωreq, x)

dx
= −ω2

reqx(1 +ω2
reqx2)− 3

2 + ε (115)

d2ρ(ωreq, x)

dx2
= 2ω4

req(1 +ω2
reqx2)− 5

2

[
x2 − 1

2ω2
req

]
(116)

According to (115) and (116), ρ(ωreq, x) is the convex function about x when x2 < 1
2ω2

req
, and ρ(ωreq, x)

is the concave function about x when x2 > 1
2ω2

req
. In order to get the minimum value of ρ(ωreq, x), the

selection of x should make ρ(ωreq, x) about x be concave function, i.e. d2ρ(ωreq ,x)

dx2 > 0 holds. Therefore,
from (116), the following inequality should be satisfied:

x2 >
1

2ω2
req

(117)

Then, it follows that

x>
1√

2ωreq

define= xinf (118)

Therefore, ρ(ωreq, x) is the concave function in the range x ∈ (xinf, ∞), and xinf is the curve inflection
point (see Figure 11). From the concave property of ρ(ωreq, x) in the range x ∈ (xinf, ∞) and 0< ε� 1,
the minimum value ρmin of ρ(ωreq, x) exists when dρ(ωreq ,x)

dx
= 0, i.e.

dρ(ωreq, x)

dx
= −ω2

reqx(1 +ω2
reqx2)− 3

2 + ε= 0 (119)
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Define the solution to (119) in x ∈ (xinf, ∞) is xmin. Then, the minimum value ρmin of ρ(ωreq, x) can be
expressed by

ρmin
define= min

{
ρ(ωreq, x)

}= 1√
1 +ω2

reqx2
min

+ ε · xmin (120)

It means that, when we select the corrector parametre k1 = 1/xmin, and xmin is the solution to (119) in the
range x ∈ (xinf, ∞), the rejection ratio can be expressed by

ρ(ω1)
define= ρ(ω1, x)|x=xmin

= 1√
1 + x2

minω
2
1

+ ε · xmin (121)

The rejection ratio ρ(ω1) is a monotonically decreasing function of disturbance frequency ω1, and it
satisfies:

i) In
[
ωreq, ∞)

, ρ(ω1) : ρmin → ε · xmin as ω1 :ωreq → ∞.

ii) In
(
ωc,ωreq

)
, ρ(ω1) : 1 → ρmin as ω1 :ωc →ωreq, where, ωc =

√
2ε

xmin

√
1− 1

2 εxmin

1−ε·xmin
.

iii) In [0,ωc], ρ(ω1) : 1 + ε · xmin → 1 as ω1 : 0 →ωc.

Therefore, the disturbance d1 (t) in the frequency band
[
ωreq, ∞)

is rejected sufficiently.
This concludes the proof. �

Proof of Theorem 5.1
Define e1 = x1 − p0(t), and e2 = x2 − v0(t). Then, the system error can be expressed by

ė1 = e2

ė2 =
⎧⎨⎩

−k3sign [e2 − d2(t)] − v̇0(t), if |e2 − d2(t)|> 1;
−k2sign [e2 − d2(t) + k1(e1 − d1(t))] − v̇0(t),
1r if |e2 − d2(t)| ≤ 1

(122)

Define d3(t) = d4(t) = v̇0(t), the system error (122) is rewritten as

ė1 = e2

ė2 =
⎧⎨⎩

−k3sign(e2 − d2(t)) − d3(t), if |e2 − d2(t)|> 1;
−k2sign [e2 − d2(t) + k1(e1 − d1(t))] − d4(t),
1r if |e2 − d2(t)| ≤ 1

(123)

According to Theorem 4.2, we can get the bounds of the estimate errors (18) and the other
conclusions. This concludes the proof. �
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