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ABSTRACT There exists substantial evidence that technological innovation and, more
specifically, innovation creating high-tech exports is a crucial driver for economic growth.
However, there is less consensus about the factors that cause high-tech exports to thrive.
Most studies emphasize the crucial role played by research and development expenditures,
foreign direct investments, trade openness, human capital, and patents. In this article, we
instead examine the role of a different determinant, which usually is overlooked in the
scholarly debate about governance institutions. We use government effectives (GE) and
rule of law (ROL) as measures of governance. We employ a panel-data approach encom-
passing more than 100 countries between 2007 and 2019. The panel estimates show a
causal relationship linking GE and the ROL with high-tech exports.

The importance of technological innovation in pro-
moting economic growth and competitiveness has
captivated the attention of social scientists for a
long time. In the mid-1950s, Solow (1956) further
refined this point, which eventually earned him a

Nobel Prize. Contrary to what was believed at the time, he
demonstrated that long-term growth in advanced economies did
not result from increases in inputs of labor and capital but rather
from a “residual factor”—namely, technology—which thereafter
came to be labeled as total factor productivity (TFP). Since Solow’s
seminal work, there has been a growing consensus among econ-
omists that TFP is the main driver behind economic growth, but
scholars differ about the nature of the phenomenon. For instance,
early works posited that TFP is exogenous to the economic system
(Solow 1956). However, subsequent studies (Lucas 1988) con-
tended that technological change is essentially an endogenous
process because it is dependent on the ability of domestic human
capital to generate learning through research and development
(R&D). These differences notwithstanding, the relevance of these
models is that they correctly predicted why the advanced indus-
trial economies eventually “converged” to similar levels of gross
domestic product (GDP) per capita afterWorldWar II by adopting

similar technological productions. Likewise, these models imply
that the continuous success of leading countries is contingent on
their ability to constantly upgrade their technological innovation
over time.

Since these early works, most of the economic studies have
concentrated on the identification of those explanatory variables
behind TFP. Broadly speaking, we can distinguish several and
often interrelated streams of research. The first and largest group
investigates the effect of macroeconomic variables, trade open-
ness, and foreign direct investments (FDIs).1 The second group
emphasizes the importance of human capital because a highly
trained labor force is deemed essential to improve productivity, as
previously noted (Acemoglu 2010). The third is the institutional
group, which postulates that socioeconomic institutions create the
necessary incentives for innovation and growth.

Because technological innovation comprises a wide variety of
products, this study focuses our analysis on high-tech exports. This
is because high-tech exports are likely one of the most tangible
aspects of technological innovation. The World Bank defines
high-tech exports as “products with high R&D intensity, such as
in aerospace, computers, pharmaceuticals, scientific instruments,
and electrical machinery.”2 There is a substantial amount of
research demonstrating that high-tech exports have a pivotal role
in GDP growth (Ekananda and Parlinggoman 2017).

However, there is less consensus among scholars and market
analysts on what are the main non-economic determinants of
high-tech exports. In a recent review of the literature on this topic,

© The Author(s), 2024. Published by Cambridge University Press on behalf of American
Political Science Association. This is an Open Access article, distributed under the terms
of the Creative Commons Attribution licence (http://creativecommons.org/licenses/
by/4.0), which permits unrestricted re-use, distribution and reproduction, provided the
original article is properly cited.

Corresponding author: Luigi Manzetti is professor of political science at Southern
Methodist University. He can be reached at lmanzett@smu.edu.
Thomas Osang is associate professor of economics at Southern Methodist University.
He can be reached at tosang@smu.edu.

346 PS • July 2024 doi:10.1017/S1049096524000052

http://creativecommons.org/licenses/by/4.0
http://creativecommons.org/licenses/by/4.0
https://orcid.org/0000-0002-5713-7564
mailto:lmanzett@smu.edu
https://orcid.org/0000-0003-1245-0810
mailto:lmanzett@smu.edu
https://doi.org/10.1017/S1049096524000052


He and Tian (2020) identified a host of other factors, including
social and corporate culture, human capital, legal frameworks,
business regulations, and taxation policies—all of which may
encourage or deter innovation investments. Within this large
body of literature, “institutions,” broadly defined, and their role
in shaping innovation have received greater scholarly attention in
recent years (Aghion, Antonin, and Bunel 2021). Institutional
arguments often have been used in comparative analyses to
explain divergent innovation paths in East Asia (Kim and Nelson
2000), Europe (Barbosa and Faria 2011), and Latin America
(Lemarchand 2015).

Some scholars have suggested that “good governance” is at the
heart of institutional quality, which in turn causes technology
exports to thrive (Fagerberg and Srholec 2017). For the World
Bank, “governance captures perceptions of the quality of public
services, the quality of the civil service and the degree of its
independence from political pressures, the quality of policy for-
mulation and implementation, and the credibility of the govern-
ment’s commitment to such policies.”3 Accordingly, our study
hypothesizes that the quality of governance institutions has a
direct effect on the development of high-tech exports.

Our contribution to the existing literature is twofold. First,
knowing the determinants of high-tech exports reveals which
government policies should receive priority in the context of a
country’s growth and development path. Within the set of possi-
ble determinants, political variables remain scarcely explored in
many economic analyses that focus on high-tech exports (Tebaldi
and Elmslie 2013). We therefore give particular attention to
measures of governance institutions—that is, government effec-
tiveness (GE), the rule of law (ROL), and corruption control—as
potential drivers of high-tech exports.

From a methodological perspective, the second contribution of
our analysis is from the choice of panel-data estimation tech-
niques. Instead of relying on pooled or random-effects models, we
use exclusively two-way fixed effects (TWFE) models that account
for both unobserved time-invariant country-specific effects and
unobserved country-invariant time effects. In addition, even after
controlling for country- and time-specific unobserved variation as
well as additional covariates, we were concerned about the poten-
tial endogeneity of the governance institutions variables. We thus
used a system generalized method of moments (system GMM)
approach to mitigate the potential attenuation bias of the institu-
tion estimates.

The main results of the differing estimation approaches high-
light the importance of the quality of public institutions for high-

tech exports, whereas other determinants such as the R&D expen-
ditures share, the level of development (i.e., GDP per capita), and
country size (i.e., GDP) also may be important but have coefficient
estimates that appear to be less robust.

APPROACHES TO THE STUDY OF HIGH-TECH EXPORTS

The empirical literature analyzing the drivers of high-tech exports
tends to focus on only a few variables: human capital, FDIs, R&D
expenditures, trade openness, and patents produced (Panda and
Sharma 2020). This section summarizes some of the most impor-
tant studies in this regard. In a cross-national sample of 54 coun-
tries, Seyoum (2004) showed that factor conditions (e.g., human
resources and technology) are a strong predictor of exports per-
formance. Using a panel of 19 Organisation for Economic
Co-operation and Development (OECD) countries from1981 to
1999, Braunerhjelm and Thulin (2008) found evidence that an
increase in R&D expenditures by one percentage point leads to a
three-percentage-point increase in high-tech exports, whereas
market size fails to attain significance. They also found that tax
and regulatory systems influence the comparative dynamics of
high-tech exports development.

Tebaldi (2011) examined the determinants of high-tech exports
from 1980 to 2008 using a panel data analysis. His study showed
that democracy (measured by the Polity IV dataset; see
www.systemicpeace.org/inscr/p4manualv2018.pdf ) has only an
indirect effect (via proximate factors) on high-tech exports, pri-
marily through its effect on human capital, inflows of FDIs, and
openness to international trade. For their part, Gökmen and
Turen (2013), using a panel data analysis of 15 European Union
(EU) countries between 1995 and 2010, concluded that the most
important factors affecting high-tech exports are the levels of

FDIs, human development, and economic freedom. All of them
have an important role as drivers of high-tech exports. Another
econometric study of the EU members demonstrated a strong
relationship between R&D expenditures and the volume of high-
tech exports (Sandu and Ciocănel 2014). Sara, Jackson, and
Upchurch’s (2012) panel data analysis of high-tech exports as a
percentage of the total manufactured exports of 120 countries
between 2005 and 2015 suggested that the innovative capability
of a country is a significant determinant of the share of high-tech
products.

Furthermore, other studies highlight the importance of differ-
ent factors in addition to those mentioned previously. For
instance, Sepehrdoust, Tartar, and Davarikish (2021) focused on
scientific productivity and different measures of risks as

Some scholars have suggested that “good governance” is at the heart of institutional
quality…

…knowing the determinants of high-tech exports reveals which government policies should
receive priority in the context of a country’s growth and development path.
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determinants of high-tech exports. They adopted a vector-
autoregressive regression method to analyze emerging markets
between 1996 and 2015. Their results indicate that economic risk,
scientific productivity, financial risk, and political risk have the

most effects on high-tech exports. Drapkin, Gainetdinova, and
Panzabekova (2021) instead applied their panel data model to
Central and Eastern European countries from 1995 to 2018. Con-
trary to previous studies, they did not find either FDIs or R&D to
be relevant. Rather, the most important determinants of high-tech
exports are wages and resource prices, trade openness, tax-rate
regimes, the unemployment rate, and the quality of human capital.
Adding to the debate isMulliqi (2021), for whomhigh-tech exports
—based on his analysis of 27 European countries—are highly
dependent on the number of people receiving tertiary education.
Finally, Navarro Zapata, Arrazola, and de Hevia (2023) examined
35 OECD countries during the 2004–2018 period. Their results
suggest that physical and human capital, FDIs, high-tech
manufacturing imports, R&D-driven innovation, imports of high-
tech manufactures, the size of the exporting economy, and EU
membership all have a significant and positive role in determining
high-tech exports.

GOVERNMENT INSTITUTIONS AND TECHNOLOGICAL
DEVELOPMENT

This cursory review of the academic literature highlights the
importance of a wide array of macroeconomic factors in fostering
high-tech exports. However, economies do not function in a
political vacuum—quite the contrary. As Taylor (2016) pointed
out, governmental decisions heavily influence high-tech-exports
innovation in two important ways. The first is through funding
and research coordination. Historically, governmental initiatives
have been a catalyst of technological innovation. The role of
government has been particularly important in funding basic
research, which may be ignored by private investors due to their
high costs and their need to provide quick financial returns to their
investors (Aghion, Antonin, and Bunel 2021). In theUnited States,
Isaacson (2019) noted that “the creation of a triangular relation-
ship between government, industry, and academia was, in its own
way, one of the significant innovations that helped produce the
technological revolution of the late 20th century.”4 Indeed, basic
research has been the cornerstone of most innovation benefiting
private companies, has had high social returns, and—more gen-
erally—has been an engine of economic growth. It is not surpris-
ing that North American, Western European, and—more recently
—East Asian governments (Rodrik 2006) consistently have out-
performed the rest of the world in terms of R&D expenditures as a
percentage of their GDP to remain internationally competitive in
terms of high-tech exports, as theorized by Solow (1956).

The secondway refers to the quality of government institutions
(broadly defined), which provide the building foundations that
facilitate (or hinder) scientific research in an extensive but tangible
sense. According to Wolf (2021), “successful development

demands the creation of a range of vital public goods, [and]
depends on a development-oriented government. But the latter
in turn relies on the ability of private business to seize opportu-
nities. A good way to think about this is as a marriage of cooper-

ation with competition within an open world economy.”
Although many economic analyses that examine the impact of

R&D on high-tech exports take institutions for granted, successful
examples of high-tech innovation point not only to government’s
active involvement in funding research but also to a high degree of
government institutional effectiveness in providing awide array of
public goods. These public goods are the foundations of an
environment within which innovation can flourish and contribute
to long-term growth (Alesina et al. 2008).

Regarding the importance of government institutions, Taylor
(2016, 20) contended that “the political environment can have a
major impact on high-tech business strategies, networks, and
performance.” To flourish, high-tech exports must operate within
political systems whose institutions are highly effective in ensur-
ing political stability, upholding the ROL, protecting property
rights, limiting corruption, promoting policies and regulations
that foster private entrepreneurship, maintaining high-quality
public services, and ensuring that policies are carried out steadily
over the long term by a professional bureaucracy. These are all
“intangibles” that, in the real world of international business,
make a difference. In the mid-1990s, the World Bank (2005)
recognized that these factors are key components of the “good-
governance” concept (see the online appendix) and are instru-
mental for economic reforms to succeed (Kaufmann, Kraay, and
Zoido-Lobaton 2000). Indeed, subsequent studies have shown
that institution building is a prerequisite for fostering high-quality
innovation (Rodríguez-Pose 2013).

A few scholars adopted the institutional approach to explain
technological innovation. Indeed, the effect of the quality of
government institutions on technological innovation has been
demonstrated only recently by a few empirical studies. At the
cross-national level, Tebaldi and Emslie (2013) found that insti-
tutional quality—measured through corruption control, property-
rights protection, market-friendly policies, and an effective
judiciary—significantly improves an economy’s rate of innova-
tion. Similarly, Kawataba and Camargo (2020) used the World
Bank’s government indicators to determine their impact on inno-
vation in a sample of 127 countries. Their regression results
indicated that, after controlling for FDIs and investments in
R&D, the effectiveness of public administration and regulatory
quality are associated with innovation activities. Shifting the focus
to the regional level, Rodríguez-Pose and Di Cataldo (2015)
showed that the effectiveness of regional governments has a direct
effect on local innovative performance. More specifically, they
argued that effective government is fundamental to “design long-
term innovation strategies, target the right areas of investment
and to implement the adequate measures that would make these
strategies effective” (Rodríguez-Pose and Di Cataldo 2015, 6).

The main results of the differing estimation approaches highlight the importance of the
quality of public institutions for high-tech exports…
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Conversely, weak institutional settings create major obstacles for
innovation policies. Similar conclusions came fromAfrica. A panel
data analysis using GE indicators as explanatory variables con-
cluded that in 40 countries, regulatory quality and GE positively
affected innovation rates (Oluwatobi et al. 2015).

HYPOTHESIS

The previous discussion highlights the fact that effective govern-
ment institutions are instrumental in the process of formulating,
funding, and carrying out research over the long term. The result-
ing policies lead to the coordination of the interaction among
stakeholders (e.g., government departments, research laborato-
ries, and private investors); new scientific discoveries; the diffu-
sion of scientific knowledge; and the protection of patents’
property rights against intellectual piracy—all of which are factors
that reduce the uncertainty of new projects and, accordingly,
stimulate R&D activities. Moreover, a professional bureaucracy
that can expedite trade and regulatory hurdles, corruption control,
and stable political institutions that can assure policy predictabil-
ity and sustainability are all factors that matter in enhancing GE
relative to high-tech exports.

However, whereas most of the literature is interested in the
nexus between technological innovation and macroeconomic
factors, none of the studies examine whether governance can
shape high-tech exports per se, which is one of the most tangible
aspects of technological innovation. Our aim was to fill this
important gap in the literature. Consequently, we hypothesized
that the quality of governance institutions directly conditions
high-tech exports.

EMPIRICAL METHODOLOGY

Our baseline empirical estimations are based on the TWFE panel
model. There are many advantages of using a panel approach
compared to cross-sectional and time-series models. By far, the
most important advantage is the ability to control for both
unobserved time-invariant country-specific heterogeneity and
unobserved country-invariant time heterogeneity. The specific
TWFE used in our analysis is given as follows:

HTEit = β0þβ1GitþβXitþμi þ νt þ εit (1)

where HTEit measures the high-tech exports share; Git denotes
measures of governance such as the effectiveness of government
institutions and the ROL5; andXit denotes a vector of time-varying
control variables such as the R&D expenditures share or the
(economic) size of a country.6

The TWFE model estimates country effects (μi) to capture
time-invariant country-specific heterogeneity as well as time
effects (νt) to account for unobserved time-variant factors that
are common to all countries (e.g., worldwide recessions and
booms). The idiosyncratic disturbance term εit is assumed to
be uncorrelated with all observations of the elements of both G
and X. Furthermore, the draws from the joint distribution of G,
X, and ε are assumed to be independent and identically distrib-
uted across countries (i=1,…,n). Due to the likely possibility that
the time-varying variables and thus εit also exhibit autocorrela-
tion, we used clustered standard errors that belong to the group
of heteroskedasticity and autocorrelation-consistent standard
errors.

To identify the causal effect of governance on the high-tech
exports share, there must be assurance that the governance vari-
ables are indeed exogenous—that is, that the elements of G are
uncorrelated with the disturbance term εit. With the exogeneity
assumption ofG doubtful and in the absence of plausible and valid
external instruments for governance, we re-estimated equation (1)
using the system GMM estimator,7 which has been shown to
efficiently address the potential endogeneity bias of the right-
hand-side regressors.8

The system GMM estimator requires that the residuals of the
first difference equation are free of second-order autocorrelation.
Therefore, we report the p-value of the AR(2) test developed by
Arellano and Bond (1991). A p-value greater than 0.05 indicates
that the null hypothesis of “no second-degree autocorrelation of
the residuals” cannot be rejected.

Furthermore, we used the two-step method to calculate the
covariance matrix that has been shown to be robust. However, due
to its downward bias of the standard errors in finite samples, we
used the finite-sample correction of Windmeijer (2005).

One of the pitfalls of GMM estimators is instrument prolif-
eration—that is, when the number of instruments exceeds the
number of cross-sectional units of the panel dataset. Although
many instruments increase the efficiency of the GMM estimator,
they also introduce inconsistency of estimates due to overfitting,
which can be severe (Newey and Smith 2004). In addition to bias,
instrument proliferation lowers the power of specification tests,
such as Hansen’s test (Hansen 1982) for overidentification
restrictions.

We addressed the issue of instrument proliferation in two
ways. First, we restricted the number of lags used as instruments
(only two and three lags, respectively). Second, we used principal
component analysis (PCA) to replace the GMM-type instruments
with their principal components. Compared to instrument trun-
cation, the PCA approach is somewhat less arbitrary. We reported
p-values of Hansen’s test for overidentification restrictions for the
full model. A p-value greater than 0.05 indicates that we cannot
reject the null hypothesis, implying that the instrumental vari-
ables are determined to be valid.9

DATA

The data used for this study, covering the period between 2007
and 2019, are from various sources (Manzetti and Osang 2024).
Both measures of governance—the GE and the ROL indexes—
are from the World Bank’s Worldwide Governance Indicators
(WGI) dataset (see https://info.worldbank.org/governance/wgi).
The WGI variables are composite indexes that combine and
weigh mass and expert surveys from a wide variety of sources
(e.g., polling organizations and multilateral agencies), the num-
bers of which vary depending on the country. The strength of the
WGI depends on several factors. They are the largest and most
widely used datasets of their type, accounting for most of the
countries in the world. These aggregate data also allow compa-
rability across countries. Thus, they enable the creation of quan-
titative measurements for statistical analyses that can facilitate
the move from country studies to broad cross-national compar-
isons. This, in turn, helps to assess differences across countries
on the same governance indicator. It is worth noting, however,
that Kurtz and Shrank (2007), among others, have criticized the
WGI due to conceptual, selection-bias, and aggregation
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problems.10 However, an extensive WGI test by Charron (2010)
and the underlying data show robust internal consistency around
their concepts, and the rankings generally are quite stable.

All other variables—the dependent variable (high-tech
exports) and the time-varying control variables—are from the
World Bank’s WDI data bank (see https://databank.worldbank.
org/source/world-development-indicators). Average years of
schooling used in the regressions shown in table 3 are from Barro
and Lee (2013). A list with a detailed description of all variables
used in this study is presented in table 1a. Summary statistics (i.e., grand mean, its standard deviation,

and maximum and minimum values) are shown in table 1b.
Within and between summary statistics are available on request.
Table 1c contains the (grand) correlation coefficient for each
variable pair.

As a visual demonstration of the variability of high-tech
exports both across countries and over time, we plotted the high-
tech exports share for 10 countries11 for the 2007–2019 period
(figure 1). As shown in figure 1, the high-tech exports share varies
substantially both across countries (from 0 to almost 30%) and
over time.

EMPIRICAL RESULTS

The main results from our baseline TWFE panel estimations are
shown in table 2. The estimate in column 1 shows a positive,
statistically significant relationship between GE and the high-tech
exports share. A unit increase in GE is associated with an increase
in the export shares by 2.75, or 275 basis points. This positive and
significant relationship between GE and high-tech exports
remains intact as more variables are added to the regression,
although the point estimates vary from 1.8 to 4.8. The coefficient
estimates of our second measure of governance, the ROL, are
positive as well but statistically insignificant except for two spec-
ifications (see table 2, column 7 and 8).

Table 1a

Variable Definitions and Data Sources

Name Definition and Source(s)

High-Tech Exports
Share

High-tech exports (% of manufactured exports):
High-tech exports are products with high R&D
intensity, such as in aerospace, computers,
pharmaceuticals, scientific instruments, and
electrical machinery. From World Bank WDI.

Government
Effectiveness

Reflects perceptions of the quality of public
services, the quality of the civil service and the
degree of its independence from political
pressures, the quality of policy formulation and
implementation, and the credibility of the
government’s commitment to such policies.
Ranges from approximately -2.5 (weak) to 2.5
(strong) governance performance. From World
Bank WGI.

Rule of Law Reflects perceptions of the extent to which
agents have confidence in and abide by the rules
of society and, in particular, the quality of
contract enforcement, property rights, the police,
and the courts, as well as the likelihood of crime
and violence. Ranges from approximately -2.5
(weak) to 2.5 (strong) governance performance.
From World Bank WGI.

R&D Expenditures
Share

Gross domestic expenditures on R&D, expressed
as a percentage of GDP. Included are both capital
and current expenditures in the four main
sectors: business enterprise, government, higher
education, and private nonprofit. R&D covers
basic research, applied research, and
experimental development. From World Bank
WDI.

Tariff Rate Average applied tariff rate, all products,
unweighted. From World Bank WDI.

GDPPC (Constant
PPP$)

GDP per capita in 1,000 constant 2017 PPP$.
From World Bank WDI.

GDP (Constant
PPP$)

GDP in billion constant 2017 PPP$. From World
Bank WDI.

Technicians in R&D
(per 1,000)

Technicians in R&D (per million people): The
number of technicians participating in R&D,
expressed as per million. Technicians and
equivalent staff are people who perform scientific
and technical tasks involving the application of
concepts and operational methods, normally
under the supervision of researchers. R&D covers
basic research, applied research, and experimental
development. From World Bank WDI.

Oil Rents Share Oil rents are the difference between the value of
crude-oil production at regional prices and total
costs of production, expressed as a percentage of
GDP. From World Bank WDI.

Table 1a (Continued)

Name Definition and Source(s)

Mean School Years Average number of completed years of education
of a country’s population 25 years and older,
excluding years spent repeating individual
grades. From UNESCO, Institute for Statistics.

Table 1b

Summary Statistics

Variable Observations Mean
Standard
Deviation Minimum Maximum

High-Tech
Exports
Share 1,771 10.79 11.72 0.000033 78.48

Government
Effectiveness 1,720 0.24 0.93 −1.78 2.44

Rule of Law 1,720 0.19 0.95 −1.85 2.10

R&D
Expenditures
Share 932 1.10 1.03 0.01 4.95

Tariff Rate 1,483 6.49 4.64 0 39.96

Oil Rents
Share 1,704 2.42 6.93 0 58.25

GDP
(Constant
PPP$) 1,716 520.70 1,716.50 0.17 18,000

GDP_PC
(Constant
PPP$) 1,716 17.08 21.05 0.20 112.50

Technicians
in R&D 787 2.38 2.1 0.013 8.07
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Whereas most of the parameter estimates for the control
variables have the expected signs, they vary in their significance
level. Only the R&D expenditures share and a country’s eco-
nomic size (i.e., GDP) have a statistically significant correlation

with high-tech exports. Higher spending on R&D increases
high-tech exports, as expected, whereas large economies tend
to underperform in terms of high-tech exports compared to
smaller nations. Restricting trade has the expected negative

Tabl e 1 c

Correlation Coefficients

High-Tech

Government
Effectiveness

Rule of
Law

R&D
Expenditures

Share
Tariff
Rate

Oil
Rents
Share

GDP GDP_PC

Technicians
in R&D

Exports
Share

(Constant
PPP$)

(Constant
PPP$)

High-Tech Exports
Share 1

Government
Effectiveness 0.4601 1

Rule of Law 0.3922 0.9568 1

R&D Expenditures
Share 0.3533 0.7124 0.6941 1

Tariff Rate −0.2072 −0.5848 −0.5837 −0.2804 1

Oil Rents Share −0.1287 −0.2041 −0.1883 −0.2134 0.118 1

GDP
(Constant PPP$) 0.1901 0.188 0.1606 0.3915 −0.023 −0.065 1

GDP_PC
(Constant PPP$) 0.2627 0.7916 0.8012 0.6232 −0.45 −0.002 0.1873 1

Technicians in R&D 0.3772 0.8171 0.8029 0.8796 −0.438 −0.2 0.1817 0.764 1

Figure 1

High-Tech Exports Share, 2007–2019
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impact on high-tech exports but the relationship is not signif-
icant. Finally, the level of economic development (i.e., GDP per
capita) and the number of technicians engaged in R&D have
positive but insignificant point estimates.

Because the level of education of a country’s work force may
have an important role in producing and exporting high-tech
goods, we re-estimated models 2 through 8 in table 2 by includ-
ing the average years of education of a country’s adult popula-
tion as an additional control. The results are shown in table 3.
Accounting for a country’s level of education does not qualita-
tively change the main results of table 2. Good governance is still
a positive and significant factor with respect to high-tech
exports, but now ROL is the mostly significant indicator
whereas GE is only significant in two model specifications
(columns 6 and 7). In the most comprehensive model specifica-
tion (see table 3, column 7), the negative impact of being an oil-
exporter nation is statistically significant, as is the positive effect
of GDP per capita.

Most important, although the partial correlation coefficient
between years of education and the high-tech exports share is
positive (see table 1b), the impact of education is insignificant in
the multivariate context. Due to the high positive partial correla-
tion between education and the two governance measures, R&D
expenditures share, technicians in R&D, and GDP per capita, the

education covariate generates little additional explanatory power
beyond that of the other measures.

Replacing the Barro–Lee (2013) education measure with
various alternative measures of educational attainment—that
is, primary, secondary, and tertiary school enrollment rates;
number of secondary students enrolled in technical and voca-
tional education programs; share of youth not in education,
employment, or training; and progression to secondary school
as a percentage of the number of students enrolled in the final
grade of primary school—produces similar (i.e., insignificant)
results.

To address the issue of potential endogeneity bias of our main
variables of interest (i.e., GE and ROL), we re-estimated the
comprehensive model (see table 3, column 7) using the system
GMM estimator. The results are shown in table 4. To address the
issue of instrument proliferation, we estimated four versions of the
model. In column 1, the number of instruments is unrestricted; in
columns 2 and 3, we allow for only three and two lags, respectively,
of the GMM-style instruments; and column 4 presents the results
when the GMM instruments are replaced by their principal
components.

As expected, the results in column 1 show signs of instrument
proliferation because the number of instruments (137) far
exceeds the number of countries (103). This also is confirmed

Table 2

Baseline Results: Two-Way Fixed Effects Panel Regressions

(1) (2) (3) (4) (5) (6) (7) (8)

Dependent Variable: High-Tech Exports Share

Government Effectiveness 2.754* 1.787 3.138* 3.673* 3.583* 3.723* 4.719* 4.712*

(1.400) (1.378) (1.841) (2.044) (2.061) (2.069) (2.432) (2.407)

Rule of Law 2.020 4.195 4.068 4.161 4.225 5.738* 5.474*

(2.140) (3.069) (3.215) (3.267) (3.271) (3.030) (3.230)

R&D Expenditures Share 2.991** 2.828* 2.836* 3.017* 3.651*** 4.075***

(1.511) (1.561) (1.562) (1.581) (1.381) (1.233)

Tariff Rate −0.066 −0.060 −0.059 −0.132 −0.138

(0.170) (0.171) (0.171) (0.191) (0.191)

Oil Rents Share −0.059 −0.058 −0.118 −0.138

(0.068) (0.068) (0.097) (0.099)

GDP (Constant USD) −0.001** −0.001** −0.001**

(0.000) (0.000) (0.000)

Technicians in R&D 0.161 −0.109

(0.920) (0.874)

GDP_PC (Constant USD) 0.123

(0.165)

Constant 10.456*** 10.343*** 6.950*** 6.968*** 7.092*** 7.219*** 5.300 2.683

(0.623) (0.628) (1.986) (2.515) (2.483) (2.431) (3.388) (4.988)

Country Fixed Effects Yes Yes Yes Yes Yes Yes Yes Yes

Year Time Effects Yes Yes Yes Yes Yes Yes Yes Yes

Observations 1,720 1,720 932 873 873 873 729 729

R-Squared 0.010 0.011 0.051 0.053 0.054 0.057 0.090 0.093

Number of Panelids 171 171 123 119 119 119 103 103

Notes: Robust standard errors are in parentheses. ***p<0.01, **p<0.05, *p<0.1. Standard errors are clustered at the country level.
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by the high p-value of Hansen’s test (1.0), with values close to 1.0
indicating instrument-proliferation bias (Roodman 2009b).
Although the number of instruments in column 2 (83) is smaller
than the cross-sectional dimension of the sample, it nevertheless
is high, as is the p-value of Hansen’s test (0.778). Due to the
stronger restrictions placed on the number of instruments in
columns 3 and 4, instrument proliferation is much less likely to
be an issue, thereby representing the most consistent estimates.
In all four model specifications, the coefficient estimates for GE
are positive and highly significant. The higher estimated param-
eter values (i.e., ranging from 17.6 to 28.3) compared to those in
table 2 indicate a substantial attenuation bias of the GE estimates
in the baseline regressions. Whereas most of the coefficient
estimates of the remaining right-hand-side variables are insig-
nificant, the positive and significant coefficient for GDP in
column 4 indicates economies of scale as a favorable condition
for high-tech exports.

CONCLUSION

The quality of government institutions, measured by GE and
ROL, and their ability to provide effective means on which
private corporations can develop highly competitive high-tech
exports comprise an understudied missing link in the current

literature. To the best of our knowledge, there have been no
recent empirical studies providing strong evidence about the
relationship between governance institutions and high-tech
exports using a panel data approach covering many countries
and time periods. This article fills this gap in the literature by
showing that governance variables (GE and ROL) have a strong
causal role in shaping high-tech exports. The policy implications
of these findings are that the quality of government institutions,
through private–public partnerships, or efficient bureaucratic
management can create a virtuous cycle that fosters high-tech
exports.
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Tabl e 3

Two-Way Fixed Effects Panel Regressions with Educational Achievement

(1) (2) (3) (4) (5) (6) (7)

Dependent Variable: High-Tech Exports Share

Government Effectiveness

1.314 2.520 3.081 2.960 3.115 4.806* 4.895**

(1.406) (1.794) (1.995) (2.011) (2.024) (2.467) (2.419)

Rule of Law

3.013 6.356** 6.375** 6.508** 6.589** 5.960* 5.602*

(2.097) (2.706) (2.814) (2.858) (2.850) (3.026) (3.240)

Mean School Years

−0.173 −0.401 −0.702 −0.694 −0.701 −0.148 −0.511

(0.860) (1.110) (1.169) (1.167) (1.166) (1.138) (1.117)

R&D Expenditures Share

2.998** 2.857* 2.869* 3.063** 3.596** 4.469***

(1.482) (1.522) (1.523) (1.544) (1.402) (1.263)

Tariff Rate

−0.057 −0.048 −0.046 −0.131 −0.147

(0.178) (0.178) (0.178) (0.192) (0.193)

Oil Rents Share

−0.074 −0.073 −0.119 −0.165*

(0.064) (0.064) (0.095) (0.097)

GDP (Constant PPP$USD)

−0.001** −0.001** −0.001***

(0.000) (0.000) (0.000)

Technicians in R&D

0.176 −0.421

(0.897) (0.768)

GDP PC (Constant PPP$USD)

0.266*

(0.158)

Constant

11.760 10.187 12.935 13.008 13.351 6.527 4.399

(7.300) (9.812) (10.279) (10.283) (10.270) (10.245) (10.644)

Country Fixed Effects Yes Yes Yes Yes Yes Yes Yes

Year Time Effects Yes Yes Yes Yes Yes Yes Yes

Observations 1,687 923 864 864 864 725 725

R-Squared 0.015 0.063 0.069 0.069 0.072 0.091 0.100

Number of Panelids 167 121 117 117 117 102 102

Notes: Robust standard errors are in parentheses: ***p<0.01, **p<0.05, *p<0.1. Standard errors are clustered at the country level.
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NOTES

1. The literature on these topics is extensive; see Melitz and Redding (2023).

2. See https://databank.worldbank.org/metadataglossary/jobs/series/TX.VAL.TECH.
MF.ZS#:~:text=High%2Dtechnology%20exports%20are%20products,scientific%20ins
truments%2C%20and%20electrical%20machinery.

3. See https://databank.worldbank.org/metadataglossary/worldwide-governance-
indicators/series/GE.EST#:~:text=Government%20Effectiveness%20captures%20
perceptions%20of,government%27s%20commitment%20to%20such%20policies.

4. See https://time.com/longform/america-innovation.

5. We initially included a third governance measure (i.e., corruption control) in our
baseline regression model. However, we did not report these results because the
coefficient estimates for corruption control are not significant, possibly due to the
high partial correlation with the other two governance variables.

6. Inasmuch as the impact of GE on high-tech exports will work through raising the
R&D expenditures share, we may question whether it should be included as a
separate covariate in the regression model. However, given that the R&D
expenditures share is a commonly found covariate in the empirical innovation
and high-tech-exports literature, it is prudent to include it in this study as well.
Moreover, by including the R&D expenditures share, we account for differences
across countries and time in private-sector engagement in R&D that are inde-
pendent of the quality of governance (e.g., a nation’s entrepreneurial spirit or a
country’s willingness to take risks).

7. For a detailed description of the system GMM estimator, see Roodman (2009a).

8. Given space constraints, we did not use the “matching for causal inference”
approach (Imai, Kim, and Wang 2023) as an alternative to the GMM estimates
presented in this study.

9. We used STATA for all estimations. For the system GMM estimations, we used
the xtabond2 command (see Roodman 2009a).

10. For a World Bank response see, www.researchgate.net/publication/46529331_The_
Worldwide_Governance_Indicators_Six_One_or_None.

11. Figure 1 shows the high-tech exports share for the first 10 (alphabetically sorted)
countries in our sample (i.e., ARG: Argentina, ARE: United Arab Emirates, ABW:
Aruba, AGO: Angola, AUT: Austria, ATG: Antigua and Barbuda, ARM: Armenia,
AUS: Australia, AND: Andorra, ALB: Albania). Graphs for other groups of
countries show similar variations across time and countries.
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