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Abstract

We explicitly determine the defining relations of all quantum symmetric pair coideal subalgebras of quantised
enveloping algebras of Kac—Moody type. Our methods are based on star products on noncommutative N-graded
algebras. The resulting defining relations are expressed in terms of continuous g-Hermite polynomials and a new
family of deformed Chebyshev polynomials.
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1. Introduction
1.1. Background

Let g be a symmetrisable Kac-Moody algebra and 6 : g — g an involutive Lie algebra automorphism.
In the theory of quantum symmetric pairs, one considers quantum group analogues of the fixed Lie
subalgebra g% = {x € g | 6(x) = x}. The main objects of investigation are certain subalgebras B,
of the quantised enveloping algebra Uy (g) which specialise to U (ge) in a suitable limit ¢ — 1. The
subalgebras B, satisty the (right) coideal property 4(B.) C B. ® U,(g), where 4 denotes the coproduct
of U, (g), and we refer to them as quantum symmetric pair coideal subalgebras.

For g of finite type, a comprehensive theory of quantum symmetric pairs was developed by G. Letzter
in [Let99]. This theory was extended to the Kac—Moody case in [Kol14] for involutive automorphisms
of the second kind of g. Such involutions are determined by Satake diagrams (X, 7), where X is a subset
of the nodes 7 of the underlying Dynkin diagram and 7 : I — [ is an involutive diagram automorphism.
The subset X C [ has to be of finite type, and the pair (X, 7) has to satisfy the compatibility conditions
given in [Koll4, Definition 2.3]. It was observed by V. Regelskis and B. Vlaar in [RV20] that these
conditions can be slightly weakened and that the theory extends to a setting of generalised Satake
diagrams (X, 1) — see Section 2.3.

The theory of quantum symmetric pairs has been evolving rapidly over the past decade. In [BW 18],
H. Bao and W. Wang initiated a program to extend Lusztig’s theory of canonical bases to the setting
of quantum symmetric pairs. This program fed into a general construction of a universal K-matrix in
[BK19], which is the quantum symmetric pair analogue of the universal R-matrix for quantum groups.
A centrepiece in both constructions was a notion of bar involution for quantum symmetric pairs, which
appeared independently in [ES18] and [BW 18]. These developments led to a flurry of activity aiming
to extend many quantum group related constructions to the setting of quantum symmetric pairs.

1.2. The problem

One of the outstanding problems in the theory of quantum symmetric pairs is to give an explicit,
conceptual and simple description of the algebra B, in terms of generators and relations for all generalised
Satake diagrams (X, 7). In the present paper we solve this problem completely. To describe previous
work and to formulate our results, we recall the definition of the quantum symmetric pair coideal
subalgebra B, in terms of the pair (X, 7).

Let U = Ug,(g’) be the quantised enveloping algebra of the derived Lie algebra g’ = [g, g] with
standard generators E;, Fj, Kl.il for i € I, defined over the field K = k(g) of rational functions in an
indeterminate gq. Let Mx C U be the subalgebra generated by Ej;, F;, K;—'l for i € X and let Ug) be
the subalgebra generated by K, KiK;(li) for j € X,i € I\ X. Let W be the Weyl group of g and let
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wx be the longest element in the parabolic subgroup of W for the subset X. We write T, to denote
the corresponding Lusztig automorphism. By construction, Ug) is the group algebra of the subgroup

0° = {B e Q| B=-wxt(B)} of the root lattice Q. Let Kp for g € Q° be the corresponding basis
element of Ug. Foreachi € I\ X, define

Bi = F; — ¢iTwy (Ex)) Ki''s (1.1)

where ¢; € K*. For a good theory, we need to assume that the parameters ¢ = (c¢;);er\x belong to the set

C= {C = (ci)ienx € (K | ¢; = ey if (@i, wx (@e)) = 0}- (1.2)

By definition, the quantum symmetric pair coideal subalgebra B for ¢ = (c¢;);er\x € C is the subalgebra
of U generated by My, Ug and the elements B; given by equation (1.1). For j € X we also write
B;=F;.

The algebra B, has a filtration F defined by a degree function given by

deg(B;) =1 foriel\X,

o (1.3)
deg(h) =0 for h € MxUg.

For i,j € I, let S;;(x,y) € K[x,y] be the quantum Serre polynomial given by equation (2.1). Let
(@ij); je; be the generalised Cartan matrix of g. By definition, one has S;; (B, Bj) € Fueg(i, ) (Be),
where

2-a; ifi,jel\X,
l—a; ifiel\X,jeX,
1 ifieX,jel\X,
0 ifi,jeX.

deg(i, j) =

A finer analysis implies that there exist elements C;j(¢) € Fqeg(i,j)-1(Bc) such that S;; (B;, Bj) = C;j(c)
foralli, j € I. Let M} denote the subalgebra of U generated by all E;; for j € X. The following theorem
was proved in [Let02] for g of finite type and was extended to the Kac—Moody case in [Kol14]:

Theorem 1.1 ([Let02, Theorem 7.4], [Kol14, Theorem 7.1]). Let ¢ € C. The algebra B, is generated
over My, Ug by the elements B; for i € I subject to the following relations:

KgBi = g # "V B,Kyg forallBe Q% iel,
K —K;!
EiBj—BjEi=5ij—_l forallie X,jel,
qi — 4;
Si; (Bi, B}) = Cij(c) foralli,jel,i#j. (1.4)

We call the relations (1.4) the quantum Serre relations for B,. In order to obtain defining relations
for B,, it remains to determine these quantum Serre relations explicitly.

1.3. Previous results

It follows from [Kol14, Lemma 5.11, Theorem 7.3] that C;;(c) = 0if i € X or 7(i) ¢ {i, j}. Hence it
remains to determine the relations (1.4) explicitly in the following three cases:

(M t()=iandi,jel\X.
) t(i)=iandiel\X,jeX.
) (i) =jandi,jel\X.
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For all Satake diagrams of finite type, the relations (1.4) were determined explicitly in [Let03, Theorem
7.1] by a subtle method involving the coproduct 4 of U. Letzter’s method was extended to the Kac—
Moody case in [Kol 14, Section 7] and was used to determine the relations (1.4) in the case \ai j| < 2.
A general formula for C;;(c) in case (III) was obtained in [BK15, Theorem 3.6], again using Letzter’s
coproduct method. In [BK 15, Theorem 3.9] it was observed that cases (I) and (IT) should allow a uniform
treatment, but explicit formulas were still elusive for |ai j‘ > 3.

Following [CLW20], we call a quantum symmetric pair guasi-split if X = 0. Case (II) does not appear
in the quasi-split setting. Explicit formulas for the quantum Serre relations (1.4) in the quasi-split case
(I) were given in [CLW20] in terms of so-called idivided powers for .. The methods in [CLW20] are
calculational but do not involve Letzter’s coproduct method.

Using Letzter’s coproduct method, H. de Clercq was able to derive expressions for the quantum Serre
relations (1.4) in general. Cases (I) and (II) are treated in [dC 19, Theorems 3.13, 3.19] by combinatorially
involved and unwieldy formulas. Nonetheless, in case (I), de Clercq was able to use her formulas to
extend the quantum Serre relations from [CLW?20] from the quasi-split case to the case of general pairs
(X, 7) [dC19, Theorem 4.7]. This extension of results was also performed in [CLW21] in a more general
setting of higher Serre relations. A conceptual and compact expression for the quantum Serre relations
in case (II), however, remained to be found.

In a new approach [CKY21], W. R. Casper and the present authors also found explicit, conceptual
formulas for the quantum Serre relations (1.4) in the quasi-split case. The resulting relations are
expressed in terms of continuous g-Hermite polynomials. The formulas are obtained using the star
product interpretation of quantum symmetric pairs from [KY20]. Continuous g-Hermite polynomials
differ from the :divided powers in [CLW20], but the resulting descriptions of the quantum Serre relations
bear many similarities. The method in [CK'Y21] involves minimal calculations.

In the present paper we further develop the star product interpretation of quantum symmetric pairs to
give a conceptual and uniform treatment of the quantum Serre relations (1.4) in all three cases (1), (II)
and (III) for arbitrary generalised Satake diagrams. This, in particular, settles the hardest and subtlest
case, (II). We give a complete description of the defining relations of B, by closed formulas, which is
independent of any of the previous approaches and is based on minimal calculations with star products.

1.4. Statement of results

To formulate our results, we need three families of M7 -valued orthogonal polynomials. Fori € I\ X
define

Z; = Qiciaf(,-) (Twx (Ez(i))) » (1.5)

where 6f(l.) is the Lusztig—Kashiwara skew derivation for U (see Section 2.1). The element Z; belongs
to M7, and hence commutes with By forall £ € I\ X.

A) The rescaled univariate g-Hermite polynomials w, (x; q7) € M¥[x] are defined for m € N by
the initial conditions wo (x; ¢?) = 1, wy (x; ¢7) = x and the recursion

1—gm
%Ziwmq (x;Q?) .

Wl (x; q?) = XWp (x; q?) -
(611' - qi

The polynomials wy, (x; qlz) are rescaled versions of the univariate continuous g-Hermite polynomials
defined, for example, in [KLS10, 14.26] (see Sections 4.1 and 5.1 for details).
. . . . . aij
B) The rescaled bivariate continuous g-Hermite polynommlfv Winn (X, y; q?, q;”) € Mx[x,y] for
m,n € N are defined by the initial condition wq ,(x,y;¢%,¢;”) = wu(y;¢?) for all n € N and the
recursion
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1_q2m

XWon (x,y; a;. q?”) = Wontln (x, Vi q;s q?") s ZiWotn (x, yi4i, qf”)
((Ii —q; )
2m 2n
q; (1 —4; ) ij ij
+ ﬁqlfljziwm,n—l (x,y;CI,z,Q?J) .
(qt —q; )

The polynomials wy, (x, v; q?, q?” ) are rescaled versions of the bivariate continuous g-Hermite poly-

nomials Hy, »(x,y; g, r), which were first introduced and studied in [CK'Y21] (see Sections 4.1 and 5.1
for details).

C) The rescaled deformed Chebyshev polynomials u,, (x; q?, q?aij ) € M3 [x] are defined for n € N

2ai; 2a;; .
by ug (x;q?,qia’) =1, u; (x;q,g,q[a’) = x and the recursion

) 5 —2a;j  2(n+1) )
Unsl (x;q?,qia") = Xity (x;q?,qia”) - FTenTe — Zittn-1 (x;q?,qia") :
(1=a2""") g = 4;")

The polynomials u, (x; ql.z, q?a” ) are obtained by rescaling from a family of univariate orthogonal
polynomials C, (x;q,r) € K[x] for n € N, r € K, which we call deformed Chebyshev polynomials
of the second kind. The polynomials C, (x; g, r) are defined by the initial conditions Cy(x;q,r) = 1,

Ci(x; g,r) = 2x and the recursion

-1 n+l

.
Coat (X3¢.7) = 20C (3 4. 7) — 1_—‘;’1+1cn_1<x;q,r).

In the case r = 1, we recover the classical Chebyshev polynomials of the second kind. We investigate this
new sequence of orthogonal polynomials in Section 4.5, obtaining two generating functions for them.
The first is

s s 1 q,X15,X28 2
C x; ,r = ’ ’ ; ) ]
ano n(x:q )1 —q™? 1 —2xs+r‘1s23¢2 qais,qazs ©4q

where x| > and a; » are the roots of the polynomials
1—2xs+s>=(1-x15)(1—x25), 1-2xs+r s> = (1—a19)(1 — a»s),

and 3¢, is the basic hypergeometric function [KLS10, 1.10]. The second generating function in Propo-
sition 4.8 displays the connection to classical Chebyshev polynomials of the second kind.

These three families of rescaled orthogonal polynomials provide the main ingredients to write down
the defining relations (1.4) in cases (I) and (II). For any K-algebra A, any noncommutative polynomial
w(x,y) = X, Aax®y" € Alx,y] and any a;, a,, a3 € A, we write

azs ~wlay,as) = Z ajazayd. (1.6)

s,t

Note that the coeflicients A5, € A are written at the very right side in equation (1.6), which will be
crucial in case (II). With these notations we are able to formulate the main result of this paper:

Theorem 1.2. For any symmetrisable Kac—Moody algebra @, generalised Satake diagram (X, 1) and
¢ € C, the relations (1.4) in Theorem 1.1 are given as follows:
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Cases (I) and (II): Ifi € I \ X with (i) =i and j € I with j # i, then

l—aij
1 —a;; ij
Sy [ ; ] By A~ Wioaynn (BioBiia} g} )
n=0 qi

i

~aij(ai+l) 5 o
qi ! ] (ql 4 ql )—a,»j

2 i'
= 6jex IR (20K a1 (Bi;q?,qia")

~1\2 _

(9= a7") (s - a7")

ij(aij+1 _ _

qlf‘J(a it ) (qiz;in)_aij
_1)\2 _

(qi - ;") (qj—qjl)

Case (III): Ifi,j € I\ X and v(i) = j # i, then

- _ —2a;;
K 0 (Zu a1 (Birai® ;) |- (1.7)

i

ii—2 _ _
;" 4} 47) 1, (47%47%) -0y,
(g: - q;")*

—dij -1 —4ij -1
Sij (B[,Bj)= Bi ,KjKi Zi + Bi /Kin ZJ

In all other cases, the relation (1.4) is given by S ; (Bi, Bj) =0.

By the definition of the rescaled bivariate continuous g-Hermite polynomials in B) above we have
Wi,n(x,y) = x™y"+ lower order terms in M7 [x, y]. Hence the left-hand side of equation (1.7) takes
the form of §;; (B,-, B j) + lower order terms in Fyeg(;, j)-1(Bc). These lower order terms are concisely
encoded by the rescaled bivariate continuous g-Hermite polynomials.

We will show in Proposition 4.4 that the left-hand side of equation (1.7) can be expressed in terms
of rescaled univariate continuous g-Hermite polynomials as

l—a,‘j

a1l —ai; _
> [ p ”] Wi-ay-n (Bi;q?) Bjw, (Bi§q,'2)-
n=0 qi

i

However, this expression has to be interpreted with care. In case (II), following convention (1.6), all
powers of Z; for Wi-a;j-n (Bi; qlz) have to be written to the right side of the factor B;. This subtlety is
not relevant in case (I), as then Z; and B; commute.

As mentioned before, the formula in case (IIT) already appeared in [BK 15, Theorem 3.6], but we
give an independent proof using star products.

1.5. Methods

Recall the filtration F of B defined by equation (1.3). The associated graded algebra gr(5,) is isomorphic
to the partial parabolic subalgebra

A=K(F,E;,Kgliel,jeX,feQ® cU.

We lift the isomorphism gr(B.) = A to an explicit K-linear isomorphism ¢ : B, — A, which we call the
Letzter map, as a similar map appeared in [Let19]. We use the Letzter map to push forward the algebra
structure of B, to a new algebra structure (A, ) on the vector space .A. The algebra structure (A, *) is a
star product on the N-graded algebra A in the sense of [KY20, Definition 5.1]. This means in particular
that the algebra (A, =) has the same generating set as A and that its defining relations are those of A
re-expressed in terms of the star product . To obtain the quantum Serre relations (1.4) for B, it hence
suffices to rewrite the quantum Serre relations S;; (F;, F /) = 0 for A in terms of the star product on A.
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To describe the star product on A, we use Radford’s biproduct decomposition [Rad85] for the negative
parabolic subalgebra of U, to obtain a tensor product decomposition

A=H®Rx. (1.8)

Here H = Fo(B) = Ay, and Ry is a subalgebra of coinvariants which is generated in degree 1. The star
product on A is uniquely determined by the maps

y]’;(u)zf*u—fu for f € (Rx)1 =Rx NAj,u € Ry. (1.9)
These maps can be expressed in terms of twisted Lusztig—Kashiwara skew derivations [*)l.l,‘)/(R =Ty ©
31.]“/ Ry T;V}(. In cases (I) and (II), inductive arguments based on the maps (1.9) show that
FIEF! = Fy o~ v (Fi's P4
+67ex (OR(ZDK pma(F) + K} 0 (200 n(F)') (1.10)

for some polynomials p, » (x), Om,» (x) € M [x] (see Proposition 5.3 and Lemma 5.5). The symbol
appearing on the right hand side of this equation indicates that all polynomials are evaluated in (A, *),
see Section 5.1 for the precise notation. To obtain formula (1.7), we thus need to determine the quantum
Serre combination

l—a[j 1
n — dij *
PG [ . ”] Pi-asj-n(Fi)", (1.11)
qi

and similarly for o+, ;. The inductive argument from Lemma 5.5 provides recursive formulas for p,;,_,, (x)
and 0, , (x). Using a generalisation of the bar involution for ., which was implicit in [AV20] and was
made explicit in [Kol21], we show that it suffices to consider the quantum Serre combination (1.11). In
Section 5.6 we determine formula (1.11) using a generating function approach which naturally leads to
the deformed Chebyshev polynomials of the second kind.

1.6. Organisation of the paper

In Section 2 we fix notation and present background material on quantum groups and quantum symmetric
pairs. In particular, in Sections 2.2 and 2.3 we recall how Radford’s biproduct leads to the tensor product
decomposition (1.8). Moreover, we define the Letzter map in Section 2.5 and recall the generalised bar
involution in Section 2.6.

Section 3 develops the star product on the partial parabolic subalgebra 4. After recalling the definition
of a star product in Section 3.1, we determine the maps :“]f for (A, %) in Section 3.2. In Section 3.3 we

then determine the values of the twisted skew derivations (95)/(R, which will be needed later to derive
equation (1.10).

In Section 4 we discuss the three families of orthogonal polynomials given before in A), B) and
C). We first recall the univariate and bivariate continuous g-Hermite polynomials and list essential
properties of their rescaled versions in Section 4.1. In Section 4.3 we show how the quantum Serre
combination of wy,_, (x,y;qf,q?a” ) can be expressed in terms of w, (x;¢?) and wy, (x;¢;%). In
Section 4.5 we introduce the deformed Chebyshev polynomials of the second kind and determine two
generating functions for them.

The final section contains the proof of Theorem 1.2. In Section 5.3 we derive equation (1.7) in case

(D. In Section 5.4 we derive equation (1.10) in the subtle case (II). The quantum Serre combination
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(1.11) is determined in Section 5.6. This allows us to prove formula (1.7) also in case (II). Finally,
Section 5.8 contains the proof in case (III) of Theorem 1.2.

2. Quantum symmetric pairs and partial parabolic subalgebras

In this introductory section we expand on the notation given in Section 1.2 and recall some standard
constructions for quantised enveloping algebras, in particular the decomposition of a quantised standard
parabolic as a Radford biproduct [Rad85]. We then recall that quantum symmetric pair coideal subal-
gebras B, have a filtration such that the associated graded algebra is isomorphic to a large subalgebra
A of a quantised standard parabolic. This isomorphism can be lifted to a filtered linear isomorphism
Y : B, — A, which we call the Letzter map. This map provides the interpretation of B, as a star product
deformation of A in Section 3.

2.1. The setting

Let g be a symmetrisable Kac—-Moody algebra with generalised Cartan matrix (al- i) where [ is a

i,jel’
finite set. Let {d; | i € I} be a set of relatively prime positive integers such that the matrix (d;a;;) is
symmetric. Let IT = {a; | i € I} be the set of simple roots for g and let Q = ZII be the root lattice.
Consider the symmetric bilinear form (-, -) : Q X Q — Z defined by (;, ;) = d;a;j foralli, j € I. Let
W be the corresponding Weyl group with simple reflections s; fori € I. Let ¢’ = [g, g] be the derived
subalgebra of g.

Throughout the paper, we fix a field k of characteristic 0 and set K = k(g). The quantised enveloping
algebra U = U, (g’) is the K-algebra with generators E;, F;, K;—'l for i € I and defining relations given
in [Lus94, 3.1]. In particular, the generators E;, F; satisfy the quantum Serre relations

Sij (Ei.Ej) =0 =S;; (Fi, F;)
foralli, j € I, where

1-a;;

Sij(x,y) = Z( 1) [ a”] iyt e Klx, ], 2.0

with g; = g% denoting the quantum Serre polynomial [L.us94, Corollary 33.1.5]. The algebra U is a
Hopf algebra with coproduct 4 given by

A(E)=E; ® 1 +K; ® E;, A(F)=F;®K;' +1® F,;, AK)=K; ® K;, (2.2)

foralli € I. For B = Y, c; nia; € Q, write Kg = [];¢; K.

We write N = {0, 1,2, ...} and let 9* = NII be the positive cone in the root lattice. For any u € Q%
we let U; = spang {E,-l By Zj‘:l @p; = ,u} be the corresponding root space, where spany denotes
the K-linear span. Moreover, define Ujﬂ = w (U;), where w : U — U is the algebra automorphism

given in [Lus94, 3.1.3]. We will use the Lusztig—Kashiwara skew derivations 6Z.R, ﬁiL : U — U* for
i € I, which are uniquely determined by

Kok (y) - oR(»)K;!

Eiy-yE = AT 23)
qi _qi
KoL (x) — R (x)K;
Fix -y = ML OT0) 2 OTOK: (24)
qgi — 4,
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forx € UT and y € U™ [Lus94, Proposition 3.1.6]. The skew derivations c’)l.L and (9[.R satisfy the relations
0 (f8) = 0 (Ng+q' " fof (g). 2.5)

of(fg) =q' " oR(fg+ fof(g). (2.6)

forall f € UZ,,g € UZ, and forall f € U}, g € U;.

Forany i € I,letT; : U — U be the algebra automorphism denoted by Tl’ ’1 in [Lus94, 37.1]. The
skew derivations o"'iL and 6iR detect elements in the intersection U* NT; (U*). More precisely, forx € U*
and y € U~ we have the following equivalences [Lus94, 38.1.6, 37.2.4]:

x e T (UY) — ot (x) =0, @7
x e T;(U") = R(x) =0, (2.8)
yeT ' (U) = oF(y) =0, 2.9)
yeT;(U) = af(y) =0, (2.10)

Given a subset X C I, denote

QX = ZZaj and Q;} = ZNCYJ'.

jeX jex

We write Mx to denote the subalgebra of U generated by {E i Fj, K;l ljeX }, and M7 and My
for the subalgebras generated by {E; | j € X} and {F; | j € X}, respectively. We write G and G to
denote the subalgebras of U generated by {E J-KJT1 |jeX } and {F KiljeX } respectively. Moreover,
we write G* for G7.

2.2. Parabolic subalgebras

Let X € I be a subset of finite type. The parabolic subalgebra
Px =K(F,E;Ki' |iel jeX)
is a Hopf subalgebra of U, and the corresponding Levi factor

EX :K<F],E‘],Kli] |l€],]€X>

is a Hopf subalgebra of Px. The parabolic subalgebra and the Levi factor have respective triangular
decompositions

Px = MLoU'@U™ and Ly = M}oU’e® My. (2.11)
There is a surjective Hopf algebra homomorphism nx : Px — Lx defined by
x|cy =idg, and 7x(F;) =0 foralli e I\ X.

The structure of Hopf algebras with a projection onto a Hopf subalgebra was investigated in detail by

D. Radford in [Rad85]. In the following we recall some of his results in our setting. All the material in

this section is known to experts, but we include some proofs for the convenience of the reader.
Consider the left coaction of Lx on Px given by

Ary = (mx ®id) o4 : Px — Lx ® Px
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and define a subalgebra Rx C Px by
Rx =“XPx ={a € Px | 4y (a) = 1 ®a}.

The algebra Rx is a right Lx-module algebra under the right adjoint action given by ad, (h)(a) =
S (h(]>) ahy) forall a € Rx,h € Lx. Hence we can form the smash product Lx ® Rx, which is an
associative algebra with the multiplication

(h@a)(l' ®a’) = hh,) ®ad, (hgz)) (a)a’.

The following theorem is obtained by translating [Rad85, Theorem 3(d)] from left to right:
Theorem 2.1. The multiplication map Lx ® Rx — Px is an isomorphism of algebras.

Remark 2.2. The statement of [Rad85, Theorem 3] goes beyond Theorem 2.1. The algebra Ry is a
Hopf algebra in the category of right Yetter—Drinfeld modules over Lx. One can thus form Radford’s
biproduct Lx X Rx (also known as the bosonisation [Maj94]), which is a Hopf algebra that coincides
with the smash product Lx ® Rx as an algebra. By [Rad85, Theorem 3(d)], the multiplication map
Lx X Rx — Px is an isomorphism of Hopf algebras. We will only need the algebra structure on
Lx ® Rx.

Formula (2.2) for the coproduct of F; implies that F; € Rx for all i € I\ X. Moreover, as Ry is
invariant under the right adjoint action of Lx, we obtain ad, (Lx)(F;) € Rx foralli e I\ X.

Corollary 2.3. The algebra Ry is generated by the subspaces ad,(Lx)(F;) foralli € I\ X.

Proof. Let Vx C Px be the subalgebra generated by the subspaces ad, (Lx)(F;) foralli € I\ X. As
observed already, we have Vx C Ryx. The subalgebra of Px generated by Vx and Lx coincides with
Px . Hence the formula ah = h(yad, (h(z)) (a) for a € Vx, h € Lx implies that the multiplication map
Lx ® Vx — Px is surjective. Now the inclusion Vx C Rx and Theorem 2.1 imply that Vx = Rx. O

For all j € X,i € I'\ X one has ad, (E;) (F;) = —K;' [E;,F;] = 0. Hence by the triangular
decomposition (2.11) for Lx we get ad, (Lx)(F;) = ad, (M%) (F;) c U~. By Theorem 2.1, Corollary
2.3 and the triangular decompositions (2.11), we get that the multiplication map

Mz ®Rx — U~ (2.12)

is an isomorphism of algebras.
We can also describe the subalgebra Rx € U~ in terms of the Lusztig automorphisms:

Lemma 2.4. We have

Ry = {a €U |T; (a) € U forall j € X} =W n1;@)).
jex

Proof. Let j € X. We first show that T]TI(RX) c U~. By Corollary 2.3 it suffices to show that
;! (ad, (Mx) (F;)) c U™ forany i € I\ X. We have T;' (F;) € U~. Now we proceed by induction.
Assume that u € Ry satisfies Tj‘1 (u) e U™ and let ¢ € X. Then we get

T (ad, (Fo)(u)) = T (—F[K[qul + uF{;) :

which by the induction hypothesis lies in U~ if £ # j. In the case £ = j, this formula becomes

T; ! ad, (F) () = [T (), Ec] K¢ 2 #aﬁ (17 w) e U
t
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This implies that Tj_l (ad, (M%) (F;)) € U™, as required.
Conversely, assume that u € U~ satisfies 77! (1) € U~ for all j € X. We want to show that u € Rx.
For any j € X the decomposition (2.12) implies that the multiplication map

K[Fj]® (MxNT; (Myx)) @ Rx - U~ (2.13)

is a linear isomorphism. Write u = 3, h,, ® v,, with linearly independent 4,, € My = K [F j] ®
(Mx NT; (Mx)) and v,, € Rx. Then the relations T}Tl(u) € U™ and Tj‘l(vm) € U™ imply that
hm € (Myx NTj (My)). By [Lus94, Lemma 1.2.15] we have
_ _\y (2.10) | 4R .
) Mz 075 (Mz) ®=" {y € M5 10F () = 0 forall j € X} = K.
jex

Hence all h,, are scalars, which implies that u € Rx. O

Remark 2.5. In formula (2.13) we used the decomposition My = K [FJ] ® (./\/l;( NT; (./\/l;()) which
holds by the Poincaré—Birkhoff—-Witt theorem for the finite type quantum enveloping algebra Mx. By
Lemma 2.4 and the decomposition (2.12) in the case where | X| = 1, we now have the same decomposition

U =2K[F;]e (U NnT; (U")) (2.14)
for any i € I also in infinite type.

To rewrite the statement of Lemma 2.4 we note the following fact:

Lemma 2.6. Let w € W be an element with reduced expression w = s;,8;, - - - Si,,. Then the following
relations hold:

unt,U)=UnNnT,, U)NT,T;,, U )n---NnT, (U), (2.15)
Unt,t W) =U nT(O)NT T (U N-nTHU). (2.16)

Proof. 1t suffices to prove equation (2.16), as equation (2.15) then follows by application of T,,. We
prove equation (2.16) by induction on the length /(w) = m of w. For m = 1 there is nothing to show.
Now assume that w = s;w’, where [(w) = [(w’) + 1. Then T, = T;T,,, and formula (2.14) gives us

T, (UT) =TT (K[F] ® (U NT; (U7))
=77 (K[E,Ki] ® (T;1 wHn U‘))
=K [T/ (EK)] ® (T;' U)NT;! (U‘)) .
By [Lus94, Proposition 40.2.1] we have Tv;,l (E;) € U™, and hence the triangular decomposition U* ®
U’ ® U™ = U implies that
Unr,' (U)=u nr,' (U )NT,} (U).
Now equation (2.16) follows by the induction hypothesis. m}

Let wx denote the longest element in the finite parabolic subgroup Wy of the Weyl group W. There
is a diagram automorphism 7x : X — X such that wy (@) = —@y(j) forall j € X.
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Corollary 2.7. We have Rx = U~ N Ty, (U7).

Proof. For any j € X, we can write wx = s;w’ for some w’ € Wx with [(w’) = [(wx) — 1. Hence
equation (2.15) and Lemma 2.4 imply that

U™ N Ty (U) € () (U N T, (U)) = Rx.
JjeX

The converse inclusion is verified similarly to the first part of the proof of Lemma 2.4. Again it suffices
to show that ad, (M%) (F;) € U™ NT,, (U") foralli € I\ X. By [Lus94, Proposition 40.2.1] we have
T} (F;) €e U, and hence F; € U" N T, (U").1fu € U" N Ty, (U") and € € X, then

_ _ (2.9) 1 _ _
Tt (0 (P ) = (13 @) Ero] Kewir ' 58 (Tt 0) e U
t =4y

This implies inductively that 7} (ad, (M) (F;)) € U~ and completes the proof of the corollary. O

2.3. Partial parabolic subalgebras

Consider a subset of finite type X € I andamap 7 : I — I which is an involutive diagram automorphism
such that 7(X) = X and wx (@j) = —a,(j) for all j € X. Following [RV20], we call a pair (X, 7) with
these properties a compatible decoration. The map ® = —wx ot : Q — ( is aninvolutive automorphism
of the root lattice. Define 0® = {8 € Q0 | ®(B) = B} and Ug) = K(KB | B € Q®>. As Q9 is generated

by the elements of the set {ozl- —a.i),aj|i€l\X,je€ X}, we see that

Ug =K (KL KKy | je X.iel).
Consider the subalgebra A = A(X, 1) C U defined by
A=K(F,E;,Kgli€l,jeX,0)=p).

We call A the partial parabolic subalgebra corresponding to the pair (X, 7). By definition, A is
contained in the standard parabolic subalgebra Py, with the only difference being that A N U° = U(% is
not the whole torus. In particular, A has the triangular decomposition

A= My @Uge U 2.17)
Additionally, consider the subalgebra H = H (X, 7) C U defined by
H=K(E;,F;,Kg | j € X,0(B) =) = MxUS.

We call H the partial Levi factor corresponding to the generalised Satake diagram (X, 7). The partial
Levi factor ‘H has a triangular decomposition

H = My ® Uy ® My. (2.18)

The partial parabolic subalgebra A is not a subbialgebra of U. However, the partial Levi factor H
is a Hopf subalgebra of U. Comparison of the triangular decompositions (2.17) and (2.18) with the
decomposition (2.12) implies that the multiplication map

HoRxy — A

is an isomorphism.
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2.4. Quantum symmetric pairs

Let (X, 7) be a generalised Satake diagram. Following [RV20], this means that (X, 7) is a compatible
decoration, as described at the beginning of Section 2.3, and additionally that fori € 7\ X and j € X
the implication

T(l) =1 and aj; = -1= @(Q’i) *+ —q; — ; (2.19)

holds. The condition (2.19) is weaker than condition (3) in [Kol14, Definition 2.3]. As explained
in [RV20, Section 4.1], the results of [Koll4] remain valid in this more general setting. Following
[Kol14] we recall the definition of the quantum symmetric pair coideal subalgebra corresponding to the
generalised Satake diagram (X, 7). Recall the set of parameters C defined by equation (1.2). For any
¢ = (c¢i)ier\x € C, let B, denote the subalgebra of U generated by the partial Levi factor H and the
elements

Bi=F; —¢;Twy (E-») K;' forallie I\ X. (2.20)

Remark 2.8. In [Koll14], quantum symmetric pairs depend on a second family of parameters s =
(si)ier\x in a certain subset S ¢ K! \X The corresponding coideal subalgebras are then denoted by
Bes. By [Kol14, Theorem 7.1], for any s € S the algebra B, s is isomorphic to B.. As we only aim to
establish defining relations for B, it suffices to consider the case where s = (0,0, ...,0).

Recall that the algebra B, has a natural N-filtration . defined via the degree function (1.3). Hence
Fn(Be) is the K-linear span of all monomials in the generators of 3., where each monomial contains at
most n factors B;, with i € I\ X. Let gr(B.) be the associated graded algebra. It follows from [Kol14,
Theorem 7.1] that there exists a surjective algebra homomorphism

¢: A— gr(B.) (2.21)

given by ¢(F;) = B; foralli € I\ X and ¢(h) = hfor all 1 € ‘H. Moreover, the triangular decomposition
(2.17) for A and [Kol 14, Proposition 6.2] imply that ¢ is an isomorphism.
The partial parabolic subalgebra A is N-graded via the degree function given by
deg(F;) =1 foralliel\ X,
deg(h) =0 forall h € H.

With this grading, the map ¢ in formula (2.21) is an isomorphism of graded algebras. For any n € N we
let A, denote the n-th graded component of A and we write A, = @nm_:lo Am.

2.5. The Letzter map

Let UPY denote the subalgebra of U generated by A and the elements E; = E [Kt.‘l, Kt.‘l foralli e I\ X.

Observe that B, ¢ UPY | as Ty (ET(i)) Kl._1 € AET(,-)A. Let /; be a set of representatives of T-orbits
in 7'\ X. In analogy to the definition of Vx in the proof of Corollary 2.3, let Vi C Px be the subalgebra

generated by the subspaces ad, (Lx) (E,) = ad, (M%) (El> fori € I\ X. The triangular decomposition

U=U oU'®G"= A®K|[K' |iel|®Vy
implies that there is a direct sum decomposition of vector spaces

UPY = A @ UPYspany, {E’ Kl Jiel\ x} . (2.22)
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Let
g UPY - A (2.23)

denote the K-linear projection with respect to the direct sum decomposition (2.22).

Remark 2.9. For g of finite type, the map v is the restriction to UP°Y of a projection map P : Uy(g) — A
given in [Let19, (4.9)]. The restriction to UP°Y has the advantage that the kernel of  is a left ideal in
UP°Y . This will be relevant in the proof of Lemma 2.11.

As B, is a subalgebra of UP°Y we can restrict the map ¢ to B.. We call the map ¢ : B, — A the
Letzter map. The algebra B, is filtered by the filtration F, given in Section 2.4. The algebra A is graded
and hence also filtered. By construction, the Letzter map ¢ : B, — A is a linear map of filtered vector
spaces. Let

gr(y) : gr(Be) — gr(A) = A

be the associated graded map, and recall the isomorphism ¢ from formula (2.21). The composition
gr(y) o ¢ : A — Ais H-linear and satisfies

gr(‘/’)OQD(Fil'”Fi[):Fi ."Fi{

for all i1,...,i, € 1. Hence gr(¢) o ¢ = id 4. This implies that gr(y) = ¢! is a linear isomorphism.
This proves the following lemma which is also contained in [Let19, Corollary 4.4] for g of finite type:

Lemma 2.10. The Letzter map  : Be — A is a linear isomorphism.
We collect some additional properties of the Letzter map:

Lemma 2.11. The Letzter map ¥ : B, — A has the following properties:

(1) y(ab) =y (ay (b)) forall a,b € B..

(2) Yy (h1bhy) = hiy(b)hy for all b € Be, hy, hy € H.

(3) Y(Ti(b)) =Ti(y(b)) foralli € X.

@) y(ab) —y(a)y(b) € Acppin forall a € F,,,(Be), b € Fr(Be).

Proof. The kernel of the projection map (2.23) is a left ideal in UP°Y. Hence the kernel of the Letzter
map is a left ideal in .. This implies statement (1). Similarly, statement (2) follows from the fact that
the decomposition (2.22) is a sum of H-bimodules. And statement (3) holds because both summands
in the decomposition (2.22) are invariant under 7; fori € X.

Recall from the discussion before Lemma 2.10 that the Letzter map ¢ : B, — A is a linear
isomorphism of filtered vector spaces, and that the associated graded map gr(y) : gr(B.) — A is an
algebra isomorphism. This implies statement (4). O

2.6. An antilinear isomorphism of quantum symmetric pair coideals

Let™ : U — U, u — u, be the Lusztig bar involution defined in [Lus94, 3.1.12]. Denote by px and p;’(
the half sum of positive roots and of coroots, respectively, for the root system corresponding to X C 1.
For any ¢ = (¢;)ien\x € K'\X, define ¢’ = (c}) € KI'\X by

C; _ (_I)Zm (p;v()q(di@(ai)—2px)m (2.24)
for all i € I\ X. Note that ¢ € C if and only if ¢’ € C. In the following we will compare the quantum

symmetric pair coideal subalgebras B, and B,. To indicate the parameters, we write B; for the generators
(2.20) of B fori e I'\ X.
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In [AV20, Theorem 7.4], Appel and Vlaar considered an extended version of the quasi K-matrix
constructed in [BK19]. Using this extended version of the quasi K-matrix, one obtains the following
theorem, a proof of which in our notation can be found in [Kol21, Corollary 4.1]:

Theorem 2.12. For any ¢ € C there exists a k-algebra isomorphism ® : B, — By such that
®lyy="ly and ®(B;))=B, foralliel\X.

In particular, we have ®(q) = g~" and ®(Kg) =K_pforallB e 0°.

3. The star product on the partial parabolic subalgebra

In this section we recall the general notion of a star product on an N-graded algebra A. We then recall
the fact that 5. can be viewed as a star product deformation of the partial parabolic subalgebra .A. To
describe this star product, we need to know the action of certain twisted skew derivations BI.LX on Rx.

In Lemmas 3.4, 3.5, 3.6 and 3.7 we calculate the required values of 6iLX explicitly.

3.1. Star products

We will extensively use the notion of star product algebras and their properties from [KY20]. For an
N-graded K-algebra A = (D .y A; and m € N, denote A, = EB']":_OI Ajand Agy = Py Aj.

Definition 3.1. Assume that A = P jeN A; is an N-graded K-algebra. A star product on A is an
associative bilinear operation * : A X A — A such that

axb—ab € A in foralla € A,,,b € A,.
A star product * on A is called 0-equivariant if
axh=ah and h=*a = ha forall h € Ag,a € A.
In this setting, (A, =) is a filtered algebra with F,,,(A) := A<, and
ar(A,*) = A.

If A is generated in degrees 0 and 1, then (A, *) is generated by F;(A) and we have the following
properties [KY20, Lemma 5.2.(ii)]:

Lemma 3.2. Let A be an N-graded K-algebra generated in degrees 0 and 1.

(i) Every 0-equivariant star product on A is uniquely determined by the K-linear map u* : Ay —
Endg (A),

u?(a):f*a—fa forall f e Aj,acA.

(ii) If U is a graded subalgebra of A such that AgU = UAq = A, then every 0-equivariant star product
on A is uniquely determined by the K-linear map u* : Uy — Homg (U, A),

piw)=fru—-fu  foralfeU,uel.

3.2. The pullback of the algebra structure on B,

We can use the Letzter map ¢ : B, — A to define a new algebra structure = on .A by
axb=yyW Y(a)y (b)) foralla,be A.
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By Lemma 2.11(4) the binary operation * defines a star product on .4, and by Lemma 2.11(2) this star
product is 0-equivariant. Hence Lemma 3.2 implies that the star product * on 4 is uniquely determined
by the family of maps ﬂ]f € Homg (Rx,.A) forall f € (Rx); = Rx N A; defined by

pi(u)=fru—fu  forallu e Ry.

#gd (h)(f)(u) =S (ha) /1? (h(2yu) for all f € (Rx)1, h € H and u € Ry, the 0-equivariant star

product * on A is uniquely determined by the maps 'L‘IL% for i € I\ X. In the following lemma, we
determine these maps:

Lemma 3.3. Foralli € I\ X and all u € Ry, we have

q—(m,@(m))
Fi U= Fiu —Ci K—(Y,‘—@((Ii)TWX T(l) (u) (31)

qi — 61{1
Proof. Write u = y(b) for some b € B,. Using Lemma 2.11(1) and (3), we calculate
Fi = u = y(B;b)
=y (( —ciTwy (ET(,)) )‘!’(b))
= Fu— cjg~ @@y, (K;l [T (Ex)) - u])

= Fu - c;q~ (@@, (zp (KWL(G) [Ez ), Wx(u)]))

Using equation (2.3) and the definition of the projection ¢, we obtain

q—(m»@(m)) » L 4
Fivu=Fu-cl——1,, (KWX(ai)KT(i)ﬁT(i) (TWX(M)))
qi — 4;
q —(@;,0(a;))
= Fu — Cl—K—a/l @(a/,)wa ( (i) ( (”)))
qi — 4;
which gives the desired formula. O

3.3. Twisted skew derivations

Recall Corollary 2.7 and the subalgebra G} defined in Section 2.1. The decomposition (2.12)
implies that T\, : U~ — G} ® Rx is an algebra isomorphism. To shorten notation, define twisted
skew derivations Gfx, 61,’;( : Gk ® Rx > G} ® Ry by

(9.LX:TWX06 oT:L, (')fX:TWXoa oT,L,

1, Wx Wx

for all i € I. The skew derivation properties (2.5) and (2.6) of al.L and 6iR imply

0fx (f8) = 05 (£)g+q"* 1) £l () (3.2)
R (f8) = "X (MR (g + fof(g) (3.3)

forall f € (G} ® Rx)_ﬂ, g € (G} ® Rx)_,. To understand the star product better, we need to know

the action of the twisted skew derivation BiLX on the elements of Ry.
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Lemma 3.4. Foranyi € I \ X we have
az‘I:X(Fi) = q((l[’ai_wx(ai))Kﬂ/i_WX(ai)aiR (Twx (D)) - 34
Proof. We apply Tv;j( to equation (2.4) for x = T, (E;) and compare with equation (2.3) to obtain

Ty (0F (T (E0)) Ki) = Ty (K70 (T (E1)))
61i—61,71
K05 (T, (Fy) — of (T,) (F) K;!
R

Comparing the summands involving K;, we obtain
T (aiR (Toy (E2)) Kl-) = K;0F (Tv;}l( (F,-))
and hence
X (6iL (T (F ))) Wx(ll) l ( WX(E ))
- q(m,ai—wx(ai))Kai_WX(ai)alR (wa (Ez)) ,
which confirms the statement of the lemma. O
For simplicity, define

Zi =0 (Twy (E;)) € U

wx () - foranyi e I\ X.
As wx (@) — a; € Q%, we get Z; € M5, and hence we have
|Zi,F;] =0  foralli,j el\X. (3.5)

Recall the nonsymmetric quantum integer (n),, defined by (n), = Z;‘ op/ foranyn e N, p e K.

Lemma 3.5. Foranyi € I \ X and n € N, we have
BI%X (Fln) — q((lfi,a/i—WX((li)) (n)q’gKai—Wx(afi)ZiFin_l ) (36)

Proof. For n = 1, equation (3.6) holds by Lemma 3.4. We proceed by induction on n. For n > 1 we
calculate

aiL’ ( ) (32) BLLX(F)F" 1 (wx(a,) ar,)F aL (Fin—l)

G4 q(m ,ai— Wx(afz))Km wx (an) Zi Fn 1+Fq(a’ dz)(n_ 1) ZKa, wx (an) Zi Fn -2

— q(ai,a.-—wx(ai,))(n)q?Kai_WX(ai)ZiFlf’—l’

where we also used the fact that Z; and F; commute by equation (3.5). O
We will need similar relations for ad, (F;) (F}'), which lies in Ry for j € X.
Lemma 3.6. Foranyu € Rx, j € X andi € I \ X, we have
1
0ty (ady (F}) (u)) = ﬁafm x ©0Fy (u). (3.7

J J
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Proof. Foru € (Rx)-, and j € X we calculate

Tok (ady (Fy) ) = Tk (uFy = g~ (#) Fyu)

= T WE(hKe) +a O Er () Ko Tk (0)

[E<(j)> Ty (u)] Ke(j)
1

s
TR
K

J j
Hence we obtain
1 R 7!
81 X (ad ( ) (M)) FTWX o 6 o 67_( ) WX(M)
J J
1 R L -1
=g 0 00 o T ()
J
1 R L
IR
which is the desired formula. O

By equation (3.7), we will need to understand the action of 6]R « on G} ® Rx. Equation (3.8) implies
that

0R () == (q; - ;') ad, (Fr(p) @) forallu e Ry, j € X. (3.9)

Moreover, by Lemma 3.4 we have

71 (Krll Wx(%)Z) q(a. swx (ai)- m)aLOT (F) (3.10)

wx

and hence

af(j)x (Ka, wx((x,)Z) (m wx (@)= m)aR X © zX(F)

which implies that 9% X (K ag—wx (an) Zi) € (G;})Wx(ai)_ai_aj.
Lemma 3.7. Foranyi € I\ X, j € Xand 1 < n € N, we have

i q(aﬁa, ai+aj— wx(ar,)) n(a, a,) R -
az X (ad ( ) (F )) 7 — 61_1 (”)ql,ZKaﬁaj—wx(ai)aj (Zi)F]
J J

+glaai- wx(m))(n) 2Ka x(any Ziad, (F )(F" 1) (3.1D)

Proof. By equation (2.3) we have

T(l)ar(]) ( o (K‘Yi—wx(m‘)zi)) - 05(]) (T;;l( (K‘Yi_WX((Yi)Zi)) K—;(lj)

[ET(J')’T»;;( (Kai—wx(ﬂf)zi)] q; - q]_'l
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Applying T, to this equation, we obtain

—1qL R
Kj 67(]'),)( (Kfli—wx(ﬂ’i)zi) - 67(]'),)( (Kfli—wx((li)zi) K;

aj—4q;'

== [FjKj’Kﬂi—Wx(ﬂi)Zi]
= —Ko,-wx (a1) [FJ"ZI'] K;
K;'08(Zi) — dR(Z)K;

= —Koi—wx (ap) qi— q—l g
J Jj

Using the fact that 65(1.) (Kay—wx (a Zi) € (G%)

terms in U*K g;42a;-wx (a;)» We Obtain

e (@) —ar—a, PTOVEd before Lemma 3.7, and collecting
x (@) -a; a;

0R

7(j).X (Ka,t—wx(m-)zi) = _q_(aj’wx(ai)_ai_aj)Kﬂi—WX(‘li)“’.iajl'e(zi)'

We can use this formula and the skew derivation property (3.3) to calculate

L an -1 R L
9 x (ad, (Fy) (F7')) = _1 a‘r(j),X °d;x (F7)
q; — C]j
(3.6) 1 o ) _
T 4-q 7 jyx (qm,,a, M (1) g2 K v () Zi l)
J

q(ai+aj,ai+a/j—wx(ai))—n(ai,aj) R |
= q L q_l (n)ql,zK(l,j+(lj—Wx((I,')aj (Zl)Fln_
J J

+ q(ai’ai_WX(m)) (n)inKa/i—WX(ai)Ziadr (Fj) (Fin_l) s

where we also used equation (3.9) in the last step. O

4. Continuous g-Hermite polynomials and deformed Chebyshev polynomials of the second kind

We recall the family of bivariate continuous g-Hermite polynomials introduced in [CK'Y21]. Here we will
need rescaled versions of these polynomials with coefficients in the algebra M7,. To express the defining
relations of 3. we will consider quantum Serre combinations of bivariate g-Hermite polynomials, which
we therefore discuss in some detail. We also introduce a new class of deformed Chebyshev polynomials
of the second kind in preparation for the quantum Serre relations in the subtle case i € I\ X, j € X,
discussed in Section 5.7.

4.1. Bivariate continuous q-Hermite polynomials

Recall the univariate continuous g-Hermite polynomials H,,(x; ¢) defined recursively for all m € Z by
H_,,(x;q) =0form <0, Hy(x;¢q) =1 and

2xHp(x:q) = Hpp1 (x:q) + (1 = ¢")Hp1(x3 q) 4.1)

(see [KLS10, 14.26]). The following family of bivariate continuous g-Hermite polynomials
Hpn(x,y;q,r) was introduced in [CKY21]:
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Definition 4.1. Let € K. The bivariate continuous g-Hermite polynomials H,, , (x, y; g, r) are defined
for all m,n € Zby Hy »(x,y;q,r) = Hy(y; ¢) and the recursion

2xH 0 (X, Y34, 1) = Hypt,n (%, ¥3 G, 7) + (1 = ¢")Hye1 (X, 3 4, 7)
+q" (1 = q")rHpp-1(x,¥:4,7), (4.2)
where we set H_,,, ,(x,y;q,7) =0form > 0,n € Z and Hy, —n(x,y;9,r) =0m € Z,n > 0.
It was shown in [CK'Y21] that the bivariate continuous g-Hermite polynomials form a family of or-
thogonal polynomials with many desirable properties. In particular, they satisfy the symmetry condition

Hpn(x,y59,1) = Hym(y, x5, 1) forall m,n € Z.

Moreover, by [CKY21, (3.4)] the bivariate g-Hermite polynomials H,, ,(x, y; g, r) can be expressed in
terms of the univariate continuous g-Hermite polynomials by the formula

min(m,n)

(=D*¢®) (¢ (g D
= (4 Dm-1 (45 Dn-i (g5 Ok

Hm,n(x’y;q7r) = Hm—k(X;Q)Hn—k(y;CI), (43)

where (t; ¢)x = ;:01 (1 - 7g”) denotes the g-Pochhammer symbol. Note that the coefficient inside the
sum in equation (4.3) is a polynomial in q.

In the following we will encounter rescaled versions of the continuous g-Hermite polynomials with
coeflicients in an associative algebra M over K. Let M [x] = M ®xK[x] and M [x, y] = Mg K][x, y]
be the algebras of polynomials in one or two variables with coefficients in M.

Lemma 4.2. Let b> € M \ {0} and let b be a formal square root of b*.
(1) Forallm,n € N, the expressions

X
=

W) = (b/2)"Hi (5

2 _ m+n f X 2
@) and W) = O/ H (35200 ) G

define polynomials in M[x] and M|x, y], respectively.
(2) The polynomials wy,(x) for m € N are uniquely determined by wo(x) = 1, wi(x) = x and the

recursion
b2
30 (X) = Wi (0 + - (1= 62" ) Wit (), @5)
(3) The polynomials wp, n(x) are uniquely determined by wo ,(x,y) = wu(y) for all n € N and by the
recursion
b? 2
me,n(xa y) = Wm+l,n(x’ y)+ Z (1 -q m) Wm—],n(xa y)
b2
+ g™ (1= 07 Wt (3, 3), (4.6)
where we set w_1 n(x,y) = wp —1(x,y) =0.
(4) Forall m,n € N, the relation
min(m,n)
m| |n
W (ry) = Y Rt (k) [ k] [ k] [kt ()Wt (¥) @.7)
k=0 Y]

holds with n(k) = (¢ — q’l)k g kk+D)/2 (b2/4)k.
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Proof. The recursion (4.2) implies that H,, ,, (x, y; q°%, r) is a polynomial with leading term x™y", and
that if a monomial x! yj appears in Hy, (x, v; qz, r) with nonzero coefficient, theni+ j = m +n mod 2.
This implies that equations (4.4) indeed define polynomials in M [x] and M x, y]. This proves (1).
Properties (2) and (3) are obtained by replacing x and y by x/b and y/b, respectively, and ¢ by g in the
recursions (4.1) and (4.2). Property (4) follows from equation (4.3) and the relations

K (4*:4%) my [
(qz’qz)k _ (_l)qu(k+1)/2 (q —q 1) [k];, n _ qm(n m) [m]

(4%:4%),, (4%54%)_m p

forn > m. O

4.2. A relation between g-Hermite polynomials for ¢° and q~>

In the following we fix b> € M and we let w,,(x) € M [x] be the polynomial defined by equation (4.4).
Moreover, set

Lm/2] !

) = D (- 1)%%(@%%_%@) e Mlx], (48)

where, as before, n(k) = (¢ — q_l)k g kUk+D)/2 (b2/4)k. In the following we set wy (x) = O forall k < 0,
and hence in the definition (4.8) of v, (x) we may take the sum over all nonnegative integers k.

Lemma 4.3. The polynomials v,,(x) satisfy the recursion

b2
XV (X) = Vg1 (x) + 7T (1 - q_zm) V-1 (x) 4.9)
with vo(x) = 1 and v{(x) = x. Hence we have
vim(x) = (b/2)" Hp (%;q_z) (4.10)

forallm e N.

Proof. Using the definition (4.8) of v,,(x) and the recursion (4.5), we calculate

() - b; (1-47") vimr )
L;nz/:< 1)%%(@% e R [ E)
- ”ZZ (1-47") L(mg”(—l)qun(k) - _[T_}Z]]i AR
= (09+ DA 1[:";1];[ o
(U + 1= 261+ Tk (0774 g7 ) wiraa ()

= Ve (X).

This confirms the recursion (4.9). The second statement holds by Lemma 4.2(1) and (2) with g replaced
by g7 1. O
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4.3. Serre combinations of bivariate continuous q-Hermite polynomials

The following identity is the crucial ingredient needed in the following sections to express the quantum
Serre relations for quantum symmetric pairs in terms of univariate continuous g-Hermite polynomials:

Proposition 4.4. Let a € —N and assume that r = q°. Then the polynomials w,,(x), v, (x) € M|x] and
Wm.n(X,y) € M[x,y] defined by equations (4.4) and (4.8) satisfy the relation

l-a l-a
Sy [1 ;"] Wicamnan(ry) = (<1 |
n=0 q n=0
1-a
=Y
n=0

Proof. For r = g and any b*> € M, we use equation (4.7) to calculate

1-a 1
D=
n=0

“] Wiaen (X) Va ()
q

“] Vicamn (X) Wa(y).
q

a
] Wl-a-n,n (X, Y)
q

1-a
= > (-n" ! a] Zq"n(k)[l_i_n]
n=0 q

4 k>0
where again w, (x) = 0 for n < 0. Setting £ = n + k and m = k, we obtain

1-a 1
20"
n=0

Z] [k];wl—a—n—k ()C)Wn_k (y),
q

a
] Wl—a—n,n(x» .V)
q

l-a ¢ !
(—1)'[ ] - l)mqmn(m)L,Wl_a_z(mw_zm(y)

=0 94 m>0 [ ] [ ]q

LY

=y (-1 [lza} Wia—c(X)ve (),
q

=0

which proves the first identity of the proposition. On the other hand, setting{ =1 —-a—n+k and m = k,
we obtain

= l-a
Z(_l)n[ n ] Wlfafn,n(x’y)

= (-1 Z( 1’ [ DD (m) w2 (Wi—ae (3)
q m=0 [€ = 2m]g [m];
4\ l-a N l-a
=(-n' QZ(—l)f[ ¢ } ve(X)Wi—g-e(y) = Z(—l)f ] Vica—e(X)we(y),
£=0 q £=0 q
which proves the second identity. O
4.4. Bar invariance of deformed quantum Serre polynomials
Assume that the K-algebra M has a bar involution
MMM, mewM,
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which is a k-algebra isomorphism such that ﬁM = g~!. We extend ~M to a bar involution on M [x]
and M|x,y] by application of —™ to the coefficients of any polynomial. Again, we consider the
polynomials W, (x), v, (x) and w, , (x, y) formed with respect to a fixed element 5> € M \ {0}. Define

(b")? = b2 and let Wy, (%), vy, (x) and wy, ,(x,y) be the corresponding polynomials formed with
respect to the element (5b”).

2

Lemma 4.5. Retain the setting of Proposition 4.4 and set (b")* . Then the relations

wn(x)M =v, (x) and vn(x)M =w, (x) 4.11)
hold in M[x] for all n € N.

_ M —_—M

Proof. By Lemmas 4.2(2) and 4.3, we have wo(x) =1 =v{(x) and wi(x) = x =v{(x), and the
recursions (4.5) and (4.9) inductively imply the first relation in equation (4.11). The second relation is
obtained analogously. O

This lemma and Proposition 4.4 allow us to describe the behaviour of the deformed quantum Serre
polynomial under the bar involution.

ﬁM

Corollary 4.6. Retain the setting of Proposition 4.4 and set (b")* = . Then the relation

M

l-a l-a
Z(_l)n [1 ;a] Wl—a—n,n(x’ y) = Z(_l)n [1 ;a] W;—a—n,n(x’ y)
n=0 q n=0 q

holds in M|x, y].

Proof. By Lemma 4.5 and Proposition 4.4, we have

M

l-a

l-a _ 2 |1-a] M M
2| iy =3 W) )
q n=0 - 19

l-a

D=1

n=0

1-a r ]
=Y bmal @wi)
n=0 N

19

= [1 - a]
= =1" Wi (6.3),
n=0 -

lq

as desired. ]

4.5. Deformed Chebyshev polynomials of the second kind

For any r € K consider the sequence of polynomials given by the recursion formula

}"_1 _ qn+l
Cnr1(x3q,r) = 2xCp(x:q,1) = ———Cp1(x39,7),  n 20, (4.12)
1 - qn+1
subject to the initial conditions
Co(x;q,1r) =1, Ci(x;q,r) =2x. (4.13)
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It is clear from the recursion and the initial conditions that in the case r = 1 we recover the Chebyshev
polynomials of the second kind:

Cu(x;q,1) =U,(x).

For background on the classical Chebyshev polynomials, see, for example, [MOS69, Sect. 5.7].

Example 4.7. By direct computation, one obtains

, g
Cy(x;q,r) =4x" - , (4.14)
1-42
T
Ci(x;q,r) = 8x3 — 2x + . (4.15)

1—q2 1—q3

By Favard’s theorem, {C, (x;q,r)};" is a sequence of orthogonal polynomials with respect to a
Borel measure when ¢ and r are real and |g| < 1 < r~'. We will call them deformed Chebyshev
polynomials of the second kind. If g and r are viewed as indeterminates, then

(1—q2)"'(1—qn)cn(x;q,r) €Z|q.r ] forn > 2.
The rescaled polynomials
Calxsq,r) =r"?C, (r‘”zx;q,r)

satisfy the recursion

n+l _

- - 1-r
Coet (1:4.7) = 20C, (x:q.7) = 1_—;’ch_1@;¢1, N, n=0 (4.15a)

n

and the same initial conditions as C, (x; g, r). In our recursion for the deformed Chebyshev polynomials
(4.12) we used ! instead of r because the recursion (4.15a) naturally leads to expressions involving
g-Pochhammer symbols.

Next we provide explicit formulas for two generating functions for the deformed Chebyshev polyno-
mials. In an appropriate field extension of K = k(q), define

X2 =x£Vx2 -1, ajp=x+£Vx2—r7l, aip=r" (xiVxQ—r), (4.16)

which satisfy the relations

1—2xs+s>=(1=x15)(1=x25),
1-2xs+r ' = (1= a1s)(1 — azs),

1-2rxs+r7 s> = (1 —ay1s) (1 — aas) .

Recall the definition of the basic hypergeometric function 3¢,[KLS10, 1.10], and define

X 1 ,X18,X28
n(;q)——3¢z(" T (4.17)

s 1—2xs+r1s2 qais,qazs’ "’

_ i (X185 Qe (255 Ok ox
i (a15; Q1 (a28; @icet
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. . . q,X15,X28 . . _ ) X,
As the basic hypergeometric function 3¢, (qals s 34,4 ) is analytic at s = 0, so is 77 (s,q).
Analogously,
—[x 1 q.qas,qazs
; = 9 9 r
n(S q) 1—2xs+s23¢2( gxis, qxas 1Y

is analytic at s = 0.

Proposition 4.8. We have

X = s"
”(s;‘”) =2, Cilwan T
n=0

and

(i) ZW G ‘Z(qr o () ()

The first generating function will play a key role in Sections 5.5 and 5.6. In the special case r = 1, the
second one reduces to the standard generating function for the Chebyshev polynomials of the second
kind:

-1

Z U,(x)s" = (1 —2xs + sz)
n=0

Proof. For simplicity of notation, we suppress the arguments s and ¢ of the functions r and 7. Consider
the Taylor expansion

n@) = falxiq)s"
n=0

in the variable s with Taylor coefficients f;, (x; ¢). We have

o (g8 r(qras; ko
s) =
4 Z(qals;q)k+1(qazs;q)k+1

(1 =ays)(1 - azs) i (X185 @k (285 ox
(1 =x18)(1 = x25) £ (a15; @is1 (4285 @i

_ _z(l—als)(l—ags)( (s) - 1 )

(1 =x19)(1 = x25) (1 —a1s)(1 - azs)

_21—2xs+r1s2 n(s) - 1
1 —2xs + 52 —2xs +rlg?

and thus
q2 (1 —2xs + sz) n(gs) = (1 —2xs + r_lsz) n(s) —1.

Comparing the coefficients of s"*!

4" fur1 (63 9) = 24" x fu(x3 @) + " fuo1 (x5 q)
= funn (639) = 2xfu (x5 q) + 7 fusi (x5 q) —

in the Taylor series expansion of both sides at s = 0 gives
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Hence, f,,(x; q) are uniquely determined by the recursion

(1 - q"+3) far1 (x5 ) = 2x (1 - q”+2) falxiq) = (r_l - q””) Fa-1(x39) + 61,

with the initial condition f,,(x;¢q) = 0 for n < 0. Comparing this to the recursion (4.12) and the initial
conditions (4.13) gives

fulx;q) = Cn(x;q,r)/(l — q"+2) forn > 0,

which proves the first generating function identity. Similarly, for the second identity, one first shows that

1 —2xs + s2

_ 1
(n(s) =3

= _ -1
n(qs) = (qr)"" 5 T o)

—2r-lgxs +r-1q2%s?

and then proceeds as before. O

5. Generators and relations for 5.

We are now ready to deduce the quantum Serre relations (1.4) for B,. Cases (I) and (IIT) from Section
1.3, where i, j € I \ X, are treated in Sections 5.3 and 5.8, respectively, and are rather straightforward
generalisations of the calculations in the quasi-split setting in [CKY21]. The bulk of this section,
Sections 5.4 through 5.7, is devoted to the subtle case (IT), where i € I \ X and j € X, and which does
not exist in the quasi-split setting.

5.1. M3 -valued orthogonal polynomials

For a suitable choice of b% € M;, the recursions (4.5) and (4.6) translate into the recursions given in

A) and B) in Section 1.4. Indeed, recall that Z; = qicic')f([.) (TWX(ET(”)) fori € I\ X and set

pe—4  zem
(¢: - a7")?

For b* = b%, the rescaled continuous g-Hermite polynomials w,, (x) defined for m € N by

Wi (x) = (bi/2)"H,, (bi;q?) e K [b},x] ¢ M¥[x] (5.1
i
satisfy the initial conditions and recursion A) in Section 1.4. Hence we get wy,(x) = wy, (x, qlz)
Similarly,
X
V(%) = (bi/2)"Hp, (E;qi 2) € K [p},x] ¢ M%[x] (5.2)
1

satisfy recursion A) in Section 1.4 with q%m replaced by qi‘2’". Hence we get vy, (x) = wy (x, qi‘2).
Finally, fori € I \ X and j € I, the rescaled bivariate continuous g-Hermite polynomials

x .
Winn (X, ¥) = (bi /2)" " Hypy (b_’ %;q?’qia,) eK [b?,x,y] c Mg [x,y] (5.3)
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satisfy the initial conditions and recursion B) in Section 1.4. Hence we get wy, ,(x,y) =

Win,n (X, Y 6]?, q?"f)_ By Lemma 4.2 we have

WO,n(xa )’) = Wn(y) 5.4

for all n € N. All through Section 5, the notations w,(x), v, (x) and wy, ,(x,y) will refer to these
special instances of the polynomials investigated in Section 4. In particular, we may freely use the results
of Section 4. To keep notation short we will suppress the dependence on i and j.

We will evaluate the polynomials wy, (x), v, (x) and w, ,(x,y) on elements in the algebra (A, ).
To distinguish the different algebra structures on A, we introduce some notation. For any u € A and
any n € N, we write

Ut =uxux-oxu.

D e ——
n factors

For any polynomial w(x) = Y, 1,x" € A[x] and any u € A, we write

w(u)* = Z U™ (5.5)

n

For any polynomial w(x,y) = X, ; Asx*y" € Alx, y] and any ay, a2, a3 € A, we write

az ~w(ay ta) = Z ay’ «azxay x Ag. (5.6)

S,t

Remark 5.1. Note that we write the coefficients Ay, on the right side in equation (5.6). This will not
be relevant in Section 5.3, where we will consider expressions of the form F; ~ wy, ,(F; § F;)
for i, j € I\ X. Indeed, the coefficients of the rescaled bivariate continuous ¢g-Hermite polynomials
Wm.n(x,y) involve only powers of bl.z, which commutes with Fy forall k € I\ X.

However, in Section 5.4 we will consider the insertion operation F; ~ wy, ,,(F; 5 F;) fori € I'\ X
and j € X. In this case, b% does not commute with F;, and it will turn out crucial to have the coeflicients
gy on the right side in equation (5.6).

5.2. The powers of F; for (i) =i

Fixi € I'\ X with 7(i) = i. The following proposition expresses F;" for n € N in terms of the star product
« on A. Recall equations (5.1) and (5.5) and the recursion (4.5).

Proposition 5.2. Leti € I \ X with 7(i) = i. The relation
FI" = w(F)* 5.7

holds in A for any m € N.

Proof. The relation (5.7) holds for m = 0 and m = 1. We proceed by induction on m. By Lemmas 3.3
and 3.5 we have

q((ti,wx(ﬂi))

F; = Fim = Fim+l - Ci—_lKWX(Hi)—diaiI:X (Flm)

qi — 4;
(CXOJu— ciq; -1
= Fim - —_1(m)q?ZiFim
qi — 4; !

2
= Fml g bi (1 - cﬂﬂ) Fm!
2 4 1 ‘
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Hence by the induction hypothesis and equation (4.5), we get
b?
F™ = Frseowp (Fy)* = Il (1 - ‘J%m) Win-1 (Fi)" = w1 (F)",

which completes the induction step. O

5.3. The quantum Serre relation for (i) =i + j wherei,j € I \ X

We now want to rewrite the quantum Serre relation S;; (Fi, Fj) =0for (i) =i, withi,j € I'\ X, in
terms of the star product on the algebra A. Recall the rescaled bivariate g-Hermite polynomials (5.3),
the insertion operator defined by equation (5.6) and the recursion (4.6).

Proposition 5.3. Let i, j € I \ X with t(i) =i # j. Then the relation
F"FiF]' = Fj ~ Wi (Fi T Fy) (5.8)
holds in A for any m,n € N,

Proof. We prove equation (5.8) by induction on m. For m = 0 the relation holds by Proposition 5.2 and
equation (5.4). Now fix m,n € N. Equations (3.1), (3.2) and (3.6) imply

. Cl.q(rli,wx(m))
Fi*FlmeFl'rl:Flm+ F]‘Fin_—Kw

X

L
- (a)-ai Oy x (F{"FiFY)
qgi — 4,
m+1 n Ciq(ai’ai) m—1 n
= Fi FjFl - 1 (m)qlzZ,Fl FjFl
i~ q;
Ciq(n,-,(m+1)ari+a/_,-)

-1
t i
2

b:
= Ft'm+lFfFL'n + Zl (1 - q?m) Fim_lFfFin

(W2 ZiF{ Fy P!

2
bi 2m+aij
+—q:

Lai" " (1= g R (5.9)

Hence by the induction hypothesis and equation (4.6) for r = g%/ we get

b?
FM™UF F" = F; % (Fj ~ win(Fi 3 F;)) - Zl (1 - q?’") Fij ~wWp_1,02(F; § F)

2m+a,-j

i
4 1

(1 - 6]?") Fi ~ Wyt (F; ¥ Fp)

b2

=Fi~|x - W — Il (1 - q%m) Wmn—1,n
b2 2m+
[ m+a;j *
_Zlqi ! (1 - qlzn) Wm,n-1 (Fi s Fi)
=F; ~ Wi n(Fi 5 Fp),
which completes the induction step. O

With this proposition we are able to express the quantum Serre relation S;; (F;, F;) = 0in A in terms
of the star product. Recall equations (5.1)—(5.3).
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Theorem 5.4. Leti, j € I\ X with t(i) =i # j. Then the relation

Z (—1)" [1 _naij] Fj ~y Wl—u,:_,-—n,n(Fi 3 Fl) =0
qi

holds in the algebra (A, =). This relation can be rewritten as
1-a;j
n al * *
Z (-1) [ J] Wi-a;j-n(Fi)" % Fj = v, (F;)" = 0.
qi
Proof. The first statement is a direct consequence of the quantum Serre relation S;; (F;, F;) = 0 and

Proposition 5.3. The second statement then follows from Proposition 4.4 with a = a;;. O

In view of the isomorphism ¢ : B, — (A, %), Theorem 5.4 proves case (I) of Theorem 1.2.

5.4. A recursive formula in the case t(i) =i # j wherei € [ \ X and j € X

Assume thati € I\ X with 7(i) =i and j € X. Recall from equation (1.5) that in this case we write

Zi = iqiZi = ¢iqi0]" Ty (Ep)) - (5.10)
Moreover, we set
dij =0 (20K, dij =K;'0M(2)), (5.11)
so that equation (2.4) now reads
[HZFE:%- (5.12)
qj —4q;

Recall from Section 2.6 that it is convenient to simultaneously consider the parameters ¢ = (¢;);en\x € C
( ) enx € C related by equation (2.24). We write Z], d’ dlf ;to denote the elements (5.10)

and (5.11) corresponding to the parameter family ¢’. It follows from [BK15, Lemma 2.9] and [BW21,
Theorem 4.1] that

and ¢’ =

Z = C—iqi(_1)24%'(p)v()q(ﬂi,@)(ﬂi)—sz)aiR (TWX (Ei)) = Z]. (5.13)

Moreover, we have d;; € K; M3 and ;1; € KJTIM}. Hence, applying the bar involution to equation
(5.12) gives us

dij=dj;,  dij=d[,.

These relations will be used in the proof of Theorem 5.10.
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The following lemma provides a formula similar to equation (5.9) in the present setting:

Lemma 5.5. Leti € I\ X, with 7(i) =i and j € X. Then the relation

Fi+ F"F;F" = F"™ F;F"

b spias b?
+ (1 - q%m) Fl.’”‘leFl.”Z’ +q; " (1 - ql?") Fl.mFJ-Fl."‘IZl
(m-1)a;; 5 ~(m-1)ai; ( _ %(m+n))
q; ' (1 - qim) m+n—1 4i ! 4i g pmtn—1
+ dijFi - dijFi (5.14)

X 1
holds in A for all m,n € N with b? = 4Z;/(q; — qi")z and A;j = (q; - qi")2 (qj - q;l).
Proof. For all m,n € N, we have

FEFr = g (e prnp, _ gr(ea) pmad, (F)) (FP) (5.15)
and hence equation (3.1) implies

Ciq(ai,wx(a/i)+naj)

Fi*F?FiFin:FimHFiFin_ Q‘—q_l KWX((Yi)—(YiaiI:X (Fimm)Fj
4 i

(@i wx (ap)+nay)
C
4 T Kota-adl (Fad (1)) (). (5.16)
i i

In view of the skew derivation property (3.2), equations (3.6) and (3.11) allow us to rewrite this as

ciq((ti,afﬁnaj)

qi — qi_l

F; * F"F;F" = F™F;F" - (m+n) 2 ZiF™ " F;
Ciq(a’i,(l’i-i-n(lj)

qi — t],-_l

Cl_q(m+1)(ai,cxi+aj)—(a/j,wx(ai)—m—aj)

()2 ZiF" ™' ad, (F;) (F')

K;oR(z;)Frn-!
(0= a7") (45~ 47") e
i i J qj‘

,(m+l)a,-+naj)

C: (a’i
+ iq

U g 6 ().

qi i

Using the relation (m +n)> = (m),> + q?m(n) ;2 and equation (5.15) for the third and fifth terms, we
obtain

2
ci(g:
Fi+« F"F;F" = F™ F;F!' - % ((m)ql_zzl-F;"*‘FjF;u

L i

] (2m+2)—(n-2)a;;
11

(gi - ;") (CIj_CI;I)

+q?m+ﬂ,‘j (n)qlz ZiFlmFiFin_l) + (n)qlz Fl.m+n_16JR (Z)K;.

Using the notation of equations (5.10) and (5.11) and the commutation relation (5.12), one transforms
this equation into equation (5.14). O

Recall the insertion operation defined by equation (5.6) and the rescaled bivariate continuous g-
Hermite polynomials w,, , (x, y) defined by equation (5.3). The recursion (5.14) implies that there exist
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polynomials oy, (X), Om,n (x) € M3 [x] such that
FlijFin = F] ~ Wm,n(Fi B Fl) + dijpm,n(Fi)* + Eiidjo-m,n(Fi)*- (517)

For m = 0, we have F;F' = F; ~ w,(F;)" and hence pg (x) = 09,,(x) = 0 for all n € N. We can
translate the recursion (5.14) into recursive formulas for p,, , (x) and o, , (x).

Lemma 5.6. With the ansatz (5.17), the recursion (5.14) is equivalent to the recursions

2
6] xpmn(x)—pm+ln(x)+(1_ )pm ]n(x)_
2 (m=1)ai; 2m
2mtay 4 (-4
(1 qz )C] m+ajpm,n—1(x)_l + = : Wm+n—1(x)s (518)
_ 2
47X (X) = Gt n () + (1= ") Tt n(0)
) ) b2 q._(m—l)aij (1 _ q?(m+n))
2n m+ai i
+<1 —4; )qi a—m,nfl(x)_ - Winan—1(X)
4 Aij

forallm,n e N.

From now on we focus on the polynomials p,, , only. In Section 5.6 we will determine the Serre
combination of the polynomials p,, ,. The Serre combination of the polynomials o, , can then be
obtained with the help of the isomorphism ® from Section 2.6.

We produce an unscaled version of the recursion (5.18). Define polynomials U, ,(x;q,r) € K[x]
recursively by Up ,(x;g,r) = 0 for all n € N and

2)CUm,n(x) = Um+1,n(x) + (1 - qm)r_lUm—l,n(x) + qm(l - qn)Um,n—l(x)
+ (1 = ¢")Hpn-1(x). (5.19)
The following statement is an immediate consequence of equation (5.18):
Lemma 5.7. The relation

(m—-2)a;;

pran(@) = B (b2 2 U ,ql g

holds for all m,n € N with b* = 4Z;/(q; — ¢7')".

5.5. A generating function approach for (i) =i + j wherei € I \ X and j € X

Define a generating function
( ) Z m+n ()C q) Smtn.
oo (@ Dm g5 @n
Using the recursions (4.1) and (4.2) and induction over m, one obtains
Hm,n(xJC; q,1) = Hpin(x; q).
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Hence [CKY21, Theorem 2.7] implies that

¢(x ;q) _ i( .(st;q)oo

seif tei0: q)oo|2

for x = cos(8). Following [CKY21, Section 3.1], we have

X 1—2xs + 2 X
(//(C]S,fq)_ 1—1s W(S,l’q)'

In terms of x1 2 = x £ Vx2 — 1, defined in equation (4.16), this can be rewritten as

w( o ;q) = (1= x50 _x2s)¢ (;’Ct;q). (5.20)

qs,t 1—ts

Now recall the polynomials Uy, ,(x; g, r) defined by the recursion (5.19) and consider the generating
function

mn(x C],r)
. 5.1
( ) m;() (@G D@D ! (5.21)

The initial condition Uy, (x; ¢, ) = 0 implies that

¢ (Oj’ct; q) =0. (5.22)

Finally, recall the definition (4.17) of the function (;C, q), which is analytic at s = 0.

¢ (Sxt; q) =57 (’s‘; q) v (s’ft; q) (5.23)

holds as an identity of formal power series in s and t with coefficients in K[x].

Lemma 5.8. The relation

Proof. The recursion (5.19) implies that

1
2x¢ (S)ft;q) = (¢ (s)ft;q) —¢ (qit;q))
+sr]¢(s)ft;q) +1¢ (qit;q) + sy (M,q)

(1 —ts)p (q;c’ 5 q) = (1 —2xs + r_]sz) ¢ (s),Ct; q) + 52y (s),Ct; q) .

This relation can be rewritten as

X 1—1s x 52 x
¢( ’q) (l—als)(l—azs)¢(qs,t’q)_(1—als)(1—a2s)‘”(s,z’q)’

https://doi.org/10.1017/fms.2021.61 Published online by Cambridge University Press

and hence



https://doi.org/10.1017/fms.2021.61

Forum of Mathematics, Sigma 33

where a1 5 = x + Vx2 — r~! satisfy the relation 1 —2xs+r~'s> = (1 —ays)(1 —ays), see equation (4.16).
By induction over n, this formula together with equation (5.20) gives

X . _ (tS;CI)n X
¢ (S,t’q) - (aIS;Q)n(QZS;Q)n¢ (qns’t’q)
n—1

Z q** (x15; Qi (%255 Qi " ( x .q)
(a1 @rs1(a2s; Qs \S:177)°

Now we argue analytically for g € C with |g| < 1. In the limit n — oo, the first term in this expression
vanishes by equation (5.22), and hence we get the desired formula (5.23). m]

5.6. The quantum Serre combination of the polynomials p,, ,

To simplify notation, set N = 1 — a;; and g = g;. By equation (5.17) and Lemma 5.7, we need to
determine the following polynomial:

N N
PRSI m oN-man() = (DY (- m P () (5.24)
m=0 q Z(N ) q
= (DN (/DN Py (x/bizq).
ij

where

N
N o .
Py (xiq) = ) (=D)" [m] NN (657 207N (5.25)
q

m=0

Up to an overall factor, the polynomial Py (x; q) is a deformed Chebyshev polynomial of the second
kind, as defined in Section 4.5.

Lemma 5.9. For any N € N, we have

Py(ig) = (DY VN (g g?)  Cna (xigh g (5.26)

Proof. By Proposition 4.8, Lemma 5.8 and equation (5.21) we have

< N
Py (xiq) = Y (=)™ [m] g (qz;qz)m
m=0 q

i Cra (x:¢% ¢* ")) Hy i (x:4%)
k=2 1-g%* (qz’ qz)mfk
N

= Z T /;(5{) Ceoa (120%™ Hy i (x:0%) (5.27)

where
N 2. 2
LN @), N
wnk(g)= ) (=)™ l[ ] g =N,
,,Zi M|y (4% 4%) i
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Using the relation (¢%; ¢2),, = (=1)"g™"™*D/2 (g = g=")" [m]}, and setting £ = m — k, we obtain

[N,

Nk

kD2 (=N (o —1)K ne N - k[ ek N+1).
wN.k(q) =—q q q9-q —[N . D7, g
=0 q

By [Lus94, 1.3.4], we obtain

wn k(q) = (DN (g2 %)y ¢V ik =N,

Inserting this into equation (5.27), we obtain the desired formula. O

Inserting equation (5.26) into equation (5.24), we obtain

N
Sy m PN - (2)
m=0 q

NN (bi

5.7. The quantum Serre relation for (i) =i wherei c I\ X and j € X

We are now in a position to write down the deformed quantum Serre relation (1.4) in the case i € I \ X,
7(i) = i and j € X. Recall the antilinear algebra isomorphism ® : B, — By from Theorem 2.12.
Using the parameters ¢ and ¢/, we obtain two star products * and #” on A such that B, = (A, *) and
Be = (A, '), respectively. Under these identifications we may consider ® as an antilinear algebra

isomorphism

D: (A=) > (A ).
Also recall the elements b? = 42;/(g; — g7')” and write (b2)" = 42]/(q: — ¢;')’. By equation (5.13)
we have

® (b7) = b7 = (b))’ (5.29)

With these notational preliminaries, we are ready to prove our main result:

Theorem 5.10. Leti € I\ X with (i) =i and j € X. Then the relation

Z (=" [1 "n“"f] Fj ~Wi—ann(F; 1 F)+C+D =0
qi

holds in the algebra (A, *), where

dl —a; (a +1) b; aij =1 F' 2a; *

c = -2 graiila ( : ) 2 Coo 1202 2 5.30
L q; 473 4; w2 aij-1 | 5 3d7-4; (5.30)
;l" i i+l bi el F —2a; :

D= A” qla’(aﬁ)(q, $q; 2) ) (3) Caijm1 (bA,q, .q; f) . (5.31)
ij —aij
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Proof. By equation (5.17) we have the relation

l-a;j
O—EZ(D"[ %1 F"FF = A+C+D (5.32)
qi
in A, with
1-a;j
—ar )
A= Z( 1)"[ f] Fj ~Wiay-nn(Fi 5 Fy) (5.33)
qi

1-a;j
n —a *
C=d; Z( 1) [ U] plfa,‘jfn,n(Fi) >
qi

1-a;;

D =dy Z( 1)"[ “’f] Tiay-nn (F7)".
qi
By equation (5.28) we obtain

di' b; —dij=1 —a; (a +1) F 2a; :
c=-Y(Z ij\dij ( : 2) c . : 2’ il
/lij ( 2 ) ql ql qz d,J a,, 1 b ql ql

which proves equation (5.30). For the parameters ¢’ € C defined by equation (2.24), we write equation
(5.32) as

A'+C'+D'=0.
Equation (5.29) and Corollary 4.6 imply that ®(A) = A’. Hence we obtain
®(C)+Dd(D)=C"+D’. (5.34)
Relation (5.11) implies that

C=K;pc(F)", C'=Kjpc(F)",
D=K;'pp(F)", D' =K;'ph(F),

for some polynomials pc(x), pp (x), p(x), pp (x) € M5 [x]. As®(K;) = I equation (5.34) hence
implies that ®(C) = D’ and ®(D) = C’. This gives us
D=o1(C)
iy (bi\ 7" ay(ager) Fi. o e
R It i i : C—a»-— : , ij s
/lij ( 2 ) qt (ql ql )*aij ij—1 (b ql ql )
which proves equation (5.31). O

For n € N, set

bi\"
o) = (5] o iata < tian.
L

The polynomials u,, (x; q%, q?a” ) satisfy the initial conditions and recursion given in C) in Section (1.4).
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With this notation we get

ij(aij+l 2a;
C=- q al(a]+)(ql,ql) ) u—a,j—l (Fl,q,,qaj) 5

ij

dij
Aij

T a;j(a;j+1 e )
D_/ll]q J( J )(ql ?QI )_ M—a,l—l (qul ’ql af) .

aij

Inserting these expressions for C and D and equation (5.11) into the formula in Theorem 5.10, we obtain
case (II) of Theorem 1.2 under the isomorphism ¢ : B, — (A, *).

Remark 5.11. We can use the formula from Proposition 4.4 to rewrite the term A given by equation
(5.33) as

l—aij

Wi-a;;—n(Fi)" % Fj % v (F;)".
qdi

However, following Remark 5.1, this formula needs to be interpreted such that any coefficients bf.‘ € My
coming from wi_g,;—n (F;)* are moved to the right hand side of the factor F;.

Example 5.12. The formulas in Theorem 5.10 allow us to write down explicit expressions for the
deformed quantum Serre relations in the case 7(i) =i € I \ X and j € X. We obtain

0 ifaiJ-:O,
iy B qidi; + q7'd;; a1
oA F FiiFp) = -1 a) T

- n Jj f\’Wl—aij—n,n( i i) = (Qi_qi ) Qj_qj
n=0 qi 15
dii—a Vg
[Z]qi—ql Y qi] Y F; ifaij=—2.
4j —4;

Under the identification B, = (A, *), these relations coincide with the relations given in [Koll4,
Theorem 7.8] in the reformulation given in [BK 15, Theorem 3.9]. Note that Z; in the present paper
coincides with —¢g;c; Z; in [BK15]. For a;; = -3, we obtain the new relation

1-a;j

Z( 1)71[ _aij] F ~ Wi- a,j—nn(Fl,F)
qi

=_[2]qi-—;1(dij+5’l‘z‘;')Fi*2_ (qldl,+q, d,])Z

In the special case where aj; = —1 with g; = g and g; = >, this formula reproduces the formula given
in [RV20, (4.19)].

5.8. The quantum Serre relation for v(i) = j wherei,j € [ \ X
All through this subsection we assume that i, j € I \ X with 7(i) = j # i. In this case, equation (3.1)
implies that

g ewx () .
Fi * U = Fiu - Ci?KWX(aj)imaj’X(u) (535)
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for all u € Rx. Hence for any n € N, we have ;" = F" and

q("j’WX("f))

Fj =k = FjFin_Cj—_lKWX(m)—ajan (Fin)

qi — 4;
WO g ¢, gl (n), K;K7' Z;F"™!
i A T B
lna,-j—;n+2
= FjFi"—cjﬁ(n)qizFi"_lKiK;lZi. (5.36)
i

Moreover, one shows by induction on m, using equations (5.35), (3.2) and (3.4), that

2n—(n-1)a;;
F{™ « FiF]' = F/'F;F]' — c; =——————(m) . F"" 'K ;K[ ' Z;. (5.37)
qi — 4; ‘

i i

Inserting equation (5.36) into equation (5.37), we obtain

q2n—(n—1)aij
F'FjF] = F™ s+ Fj s F" 4 ci=—————(m) o F"" 7 KK ' Z;
qi — 4,
qnai_i—2n+2
+j———— (W) 2 F/"" KiK' 2. (5.38)
qi — 4; !

Using the relations

¢ ¢
4 4
_1\n n(f+1) _ 2. 2 _1\n n(f-1) _
Z;)( 1) qu —(q,q)(,, Z;( 1) qu =0,

which hold for all £ € N, one shows that

l—aij ._1( 2 2)
1—a:; —ai; ql q,’ql 1-a;;

Z (-1)" nal] q:l(z aij) (1-aij—n),» = _—_1“17 (5.39)
n=0 qi ! qi — C],-

1-ay; (g2 q72)

1-a;; n(aij—2 4; \4; -4, 1-a;;
EIL [ i ”] g () = - (5.40)
71=0 qi qi — 4q;

Using equations (5.38), (5.39) and (5.40), we can now rewrite the quantum Serre relation S; ; (F,-, F j) =0
in terms of the star product = on .A. One obtains the following result:

Theorem 5.13. Let i, j € I\ X with t(i) = j # i and set N = 1 — a;;. Then the relation

N
20"
n=0

N (2.2 (=2 =2
¢iq; (qi’lqi)NF-*(N—l)KjKi_lzj_i_qul (Qi ’qli )NF

(qi—q") (qi-q7)

N] F.*(N_")*Fj*Ff‘"
’/l 13 13
qi

T*W*”KiK;lZi

holds in the algebra (A, ).

With the relation Z; = c;q;Z;, this theorem turns into case (III) of Theorem 1.2 under the isomor-
phism ¢ : B, — (A, *).
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