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The problem of statistical "selection" is concerned with the
alteration induced in a frequency distribution in several variables by
-an alteration of the parameters in a subsection of the distribution.
It may be illustrated by a simple trivariate case, as follows:

From a population characterised by variables x, y, z, correlated
and normally distributed, with means 0, 0, 0, variances a\, a\, a\ and
product variances r-^a-^a^, i'izo1az, r^z^z^z, & sub-population is ex-
tracted by selection in x alone, in such a way that after selection x
is still normally distributed, but with mean h and variance s2 . It
is required to determine the new values, in the selected population, of
the means and variances of y and z, and of the product variances.

This type of problem was first considered (1) by K. Pearson, and
was solved by him for the general case of n normally correlated
variables of which p variables are selected, that is, are subjected to
an alteration of their p means, p variances and \p{p — 1) product
variances, the remaining n — p variables undergoing an induced
alteration in respect of their corresponding parameters. It was
shown (2) by H. E. Soper that such problems, which include as
special cases problems of partial correlation and regression, could be
treated conveniently by the use of moment generating functions.
This method, which is the same in principle as the Heaviside opera-
tional calculus and the use of Fourier, Hankel and other integral
transforms in pure analysis, proceeds by setting up a duality between
a frequency function and its exponential transform, defined by, e.g.

G(a, p, y) = JjJ<£(z, y, z) e-*+«'+wdxdy dz,
— 00

where <f> (x, y, z)dxdydz is the frequency differential. For example
in the case of three normally correlated variables, with variances
standardized to unity, we have the very convenient function

G (a, p, y) = exp {\ (a2 + )92 + y2 + 2r12 ajS + 2r13 ay + 2r23 j8y)}.
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Since a interprets x, Soper proceeds by gathering all the terms
in a into a squared expression, thus,

exp{i(a + r12/S + rlzyf + |j32(l-r2
2) + j3y(r23-r12r18) + \y2 (1-rf,)}.

He then replaces the exponential factor involving a by its
equivalent integral involving frequency in x alone, thus

G (a, p, y) = j (2TT)-* Pe"**2 e(a+I-'='i+r"'?)Wl exp {£j32 (1 - rf9) + }.

Evidently the effect of selection in x, producing a new mean h
and a new variance s2, will be to alter the frequency differential from

(2TT)-4 exp ( - \x2)dx to (2TT)-* exp{- | (a; - h)2/s2}dx/s.

Making this substitution and integrating back, Soper obtains at
once the new moment generating function

exp {h (a + r12 0 + rn y) + \ [s2 a2 + (1 - rf21 - s2) p2 + .. . . ]

+ r12 s
2 a^ + r13 s

2 ay +- (r23 - r12 r18 1 - s2) Py).

By mere inspection the coefficients of a, p, y in the exponent
give the new means as h, r12h, rizh; the coefficients of <x2/2!, p2/2\,
y2/2! give the new variances as

and the coefficients of a/3, ay, /Sy give the new product variances as

These results furnish the complete solution of this trivariate
problem; and the case 5 = 0 gives the solution of the corresponding
problem in partial correlation.

General Solution of the Multivariate Problem.

By a slight simplification of the above approach, and the free
use of the notation and methods of matrices, a perspicuous formula-
tion of the solution of Pearson's general problem may be obtained.

The n variables may be viewed synoptically1 as a vector x,

1 Vectors x and a are matrices of one column of elements, x' and a are matrices of
one row obtained from x and a by " transposition." Quadratic forms are written x'Ax
or a'Aa, where A is symmetric, i.e. A' = A.
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interpreted in the moment generating function by a vector a. It
may be assumed without loss of generality that the vector of means
is the null vector, and that the n variances have been standardized
to have unit value. The moment generating function before selection
is therefore, in a suitable notation,

ex? ( — &'JR-1x)e*'xdx = ex-p(%a Ita), (1)
— CO

where R is the matrix [r^] of total correlation coefficients, and where
the integral is w-ple, dx standing for dxi dx2 . . . . dxn.

Lemma. Since
poo TOO

<f>(x — h) ea'xdx = ea'h <f>(x) ea'x dx, (2)
J - c o * —co

a vector change of origin from the vector 0 to the vector h induces a
factor exp (a'h) in the moment generating function.

In preparation for selection according to the first p of the n
variables, the matrix R is partitioned thus,

_ Rpp ; Bm I

\-Rgn I R,wJ

that is, into submatrices of orders p x <p, p X q, q X p, q X q,
where p + q = n. The vector a is correspondingly partitioned, its
first p elements being regarded as a vector which without confusion
can still be denoted by a, provided the remaining q elements are
distinguished as a vector )5. The quadratic form \a'Ra thus appears
in partitioned shape as

1 (a'Rpp a + 2a'RM jS + $'Rqq jS)

= i {(a + R-p1 Rpqp)'RPP (a + Rpp1 RPgP) + P'{Rqq-Rqp B£ Rpg) ft, (4)

the vector a being segregated in a first quadratic term.
The exponential of this first quadratic term may be replaced by

a multiple integral, involving a frequency differential (with matrix
R~£ in the integrand; cf. (1) above) in the first p variables only,
multiplied by exp {(a +Rpp Rpq /S)'x}.

Now let selection operate, (i) by altering the vector of means of
these first p variables from 0 to h. By the Lemma noted above in
(2), the moment generating function acquires a factor
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This yields the first general result, that all the new means are given
as coefficients of the a; and j34- in the elements of the vector

(a+RrfRnpYh. (5)

Next, (ii) let the variances and product variances of the first p
variables be altered. The effect of this is that Rpp, the matrix in
the integrand of frequency for the first p variables, is replaced by
some other symmetric matrix, say V~p. On integrating back (cf.
again (1) above) the reciprocal matrix Vpp must therefore replace
Rpp as matrix of the first quadratic term in (4). Hence the whole
quadratic form (4) is altered by selection to

\ {(a p)' Vpp (a

Vpp Rpp R

R
pq j ' (Rqq - R

qp
R

vq)

pP Rpq+Rqp Rpp VPP
1 Bpq) /?}. (6)

The results of Pearson and Soper are contained in the two
statements (5) and (6). The second may be expressed thus: the
effect of selection is to change

\~Rpp \ Rp,~\ f
; into

\_Rqp i RggJ L
Rqp Rpp "pp

J RPq

Vpp )Rpq_]
(7)

Example. To deduce the formulae for selection in one of three
variables.

Here R = »"23 VPP = [*?]•

By the general result, the matrix after selection becomes

etc.

ri2*l

1C ?3] - C12] +
7-12 *? '13 s l

1-rfsU-*?)
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and here all the results of Soper's example are visible. As for the
means, we have

(a + R-p1 RpgP)'h = K + r12 a2 + r13 a3) h,

which gives them as h, r12 h, r13 h, again as found earlier.
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