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Abstract

The exponential growth of social media data in the era of Web 2.0 has necessitated advanced techniques
for sentiment analysis. While sentiment analysis in monolingual datasets has received significant attention
that in code-mixed datasets still need to be studied more. Code-mixed data often contain a mixture of
monolingual content (might be in transliterated form), single-script but multilingual content, and multi-
script multilingual content. This paper explores the issue from three important angles. What will be the
best strategy to deal with the data for sentiment detection? Whether to train the classifier with the whole of
the dataset or only with the pure code-mixed subset from the dataset? How much important is the language
identification (LID) for the task? If LID is to be done, how, and when will it be used to yield the best per-
formance? We explore the questions in the light of three datasets of Tamil-English, Kannada-English, and
Malayalam-English YouTube social media comments. Our solution incorporated mBERT and an optional
LID module. We report our results using a set of metrics like precision, recall, F, score, and accuracy. The
solutions provide considerable performance gain and some interesting insights for sentiment analysis from
code-mixed data.
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1. Introduction

Sentiment analysis or opinion mining is a field in natural language processing (NLP), which
involves identifying and extracting subjective information from a text snippet. This is useful in
various applications. For example, from customer feedback data, companies can use sentiment
analysis to understand how customers feel about their products or services and identify areas for
improvement (Pang and Lee 2004). In market research, sentiment analysis can help businesses
track the opinions of customers or competitors in real time and make informed decisions on mar-
keting and product development. With social media monitoring, organizations can monitor the
sentiment of their brand on social media platforms and fine tune their responses to negative or
positive comments/feedback and calibrate their positions in the market and society. Governments
and media organizations also can use sentiment analysis to track public mood on a specific issue
or a candidate. Overall, sentiment analysis is crucial because it helps organizations understand
how people feel about specific topics or products, which enables them to make informed business
decisions and improve customer satisfaction.
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With the advent of Web 2.0, social media sites have become a part of people’s daily routine.
The number of social media sites and their active users are continuously on the rise generating a
humongous volume of text data including feelings and views. The popularity of a post or video in
social media platforms or that of a product in an online retailing website nowadays largely depends
on users’ or customers sentiments, reviews, and collective ratings (Thavareesan and Mahesan
2019). For instance, positive feedback (Thavareesan and Mahesan 2020a) could contribute to a
post’s/product’s increased popularity (Thavareesan and Mahesan 2020b). Contrarily, unfavor-
able or negative opinions could lead to the rejection or disposal of a particular post/product.
While social media posts help a user decide whether to watch a movie or purchase a prod-
uct, the sentiments gleaned from the posts like customer reviews, often provide helpful insights
to different manufacturers, online retailers, and content creators (movie producers, automak-
ers, etc.) to strengthen their areas of weakness and leverage their areas of strength (Balouchzahi
and Shashirekha 2021). A case in point, the adverse comments/opinions expressed by users over
WhatsApp’s new policy on sharing of data, location, and business messages have significantly
decreased the platform’s popularity (Hern 2021). Sentiment analysis (SA), the process of auto-
matically assessing these user-posted reviews or feelings to ensure correct sentiment identification
and categorization, is thus becoming increasingly important nowadays.

In the early days of social media (SM), only the most affluent people had the privilege of using
it as the internet was not that easily accessible to all. Consequently, majority of the comments,
product feedback, and opinions expressed on the social networking sites were from educated
and affluent in the society. The posts were thus mostly monolingual in nature: like English,
French, German, Chinese, Japanese, and Korean. With the gradual advancement of technology,
smartphones with rich GUIs, and multilingual keypads, users began writing in their own native
languages and scripts along with Roman scripts (Ortiz-Ospina 2019). The increase in volume
of the user-generated texts was matched by the efforts to investigate and understand different
aspects expressed in the text. SA was certainly one of them initially to assess the various atti-
tudes expressed in languages with rich resources, such as English and Spanish. But later on, when
people belonging to a plethora of cultural/linguistic backgrounds got access to SM, the nature of
comments, product reviews, and opinions gradually saw a evolution. Slowly but surely more and
more users began to make content in informal settings on social networking websites and prod-
uct review boards. Additionally, in order to enhance the user experience, these platforms made
sure that the user could express their thoughts in a way that made them feel comfortable, that is,
in their native language or switching between one or more languages throughout a single con-
versation. All this together contributed to “user-generated” content. The prevailing landscape of
NLP systems predominantly revolves around training models on formal languages characterized
by proper grammar rules. Hence, SA systems primarily focused on monolingual data pertaining
to high-resource languages. However, a significant challenge arose to deal with “user-generated”
content in under-resourced settings, where such content is often intertwined with English or other
high-resource languages. Globally, around 3.5 percent of all tweets are code-switched (Rijhwani
et al. 2017), while 17.2 percent of posts and comments on Indian SM are code-mixed (Bali et al.
2014). This integration of languages gives rise to numerous complications, rendering conventional
systems incapable of effectively processing code-mixed “user-generated” content.

In such scenarios, the limitations of existing systems become evident, as they struggle to
accommodate the intricacies and complexities associated with code-mixed language usage. The
prevalence of code-mixed content necessitates the development of robust and adaptable senti-
ment analysis systems capable of handling this unique linguistic phenomenon. Addressing this
gap in research is crucial for enabling effective sentiment analysis in diverse linguistic contexts,
particularly those characterized by code-mixed user-generated content.

The simultaneous usage of two or more languages in a document, paragraph, com-
ment, sentence, phrase, or on a word level is known as “code-mixing” or “code-switching.”
It is a unique characteristic used for communication in bilingual/multilingual communities
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(Barman et al. 2014) driven by discursive, pragmatic, sociolinguistic, and structural factors
(Sridhar 1978). Because code-mixing is a widespread verbal phenomenon in all conversations
(voice and text-based interactions) between multilingual speakers, most SM comments are code-
mixed in a multilingual society. Code-mixing can thus be defined as the process by which a
bilingual or multilingual speaker alters an utterance in a different language. In terms of code-
mixing activities, the large majority of language pairings are under-resourced. For example, in
India, due to technological limitations and difficulties in adopting Indian language scripts, users
typically utilize a combination of Roman letters along with English words in lieu of their native
scripts. Writing text using a non-native script is known as transliteration. A large portion of
code-mixed data contains transliteration. The intricacy of evaluating texts with code-mixing
lies at several levels, such as words, phrases, and sentences. This, coupled with sentiments or
reviews published in different languages makes SA a challenging task. Moreover, as there are
no guidelines for writing in code-mixed texts, they frequently include inaccurate and incom-
plete phrases, non-standard abbreviations, and words with repeated letters, e.g. aaaaaa, gdn8,
hellooo000, g0000000000d, sooooorrryyyy, etc. Because traditional SA models are unable to cap-
ture the meaning of the sentences in code-mixed text, these complications lead to the development
of novel SA models using multilingual word embedding.

Over the years, work done on code-mixed language was quite minimal, with research focus-
ing mostly on Hindi-English, Spanish-English, and Bengali-English. However, in recent years,
most academic institutions and industries have teamed together to work on a number of projects
containing code-mixed data. In the present work, we have attempted to investigate sentiment
analysis for Dravidian languages. Dravidian languages are most prevalent in the southern part
of India (Chakravarthi et al. 2020). This language family is composed of the four major liter-
ary languages, Tamil (ISO 639-3: tam), Telugu (ISO 639-3: tel), Malayalam (ISO 639-3: mal), and
Kannada (ISO 639-3: kan). These four languages are recognized by the Indian government among
the 22 scheduled languages granting them official status. Apart from India, Singapore and Sri
Lanka both recognize Tamil as an official language. Despite having millions of speakers, there are
not enough tools and resources to construct reliable NLP applications in these languages. Each of
the Dravidian languages has its own script and is agglutinative in nature. Initially, Dravidian lan-
guages were recorded using a Tamil script on cave walls in Tamil Nadu’s Madurai and Tirunelveli
regions during the second century BCE. Among the Dravidian languages, majority of the people
speak Telugu, Tamil, Kannada, and Malayalam (in descending order of the number of speakers)
(Chakravarthi, Priyadharshini, and Muralidaran 2022). Despite the fact that these languages have
their own scripts, SM users frequently use the Roman script since it is simple to use and is avail-
able in majority of computers and mobile devices. In our present research we have used three
Dravidian code-mixed languages viz, Tamil-English, Kannada-English, and Malayalam-English,
which were part of the Dravidian CodeMix sentiment analysis task conducted at FIRE 2020 and
2021. The goal of the shared task was to determine the sentiment polarity of code-mixed data
from Dravidian language pairs (Malayalam-English, Tamil-English, and Kannada-English) from
the comment section of YouTube videos that were gathered via SM. The text was grouped into five
categories: Positive, Negative, Mixed_feelings, unknown_state, and not- <language>.* The shared
task was scheduled for two years in a row. The task spawned a number of research issues, and
the dataset was offered to investigate and explore them. In this work, we focus on the following
research questions (RQs).

e RQ-1: When to call a dataset code-mixed? If a given dataset contains a mixture of
pure monolingual, transliterated monolingual, single-script multilingual, and mixed script
multilingual text, what is the best strategy for conducting sentiment analysis?

#The language might be Tamil, Kannada, or Malayalam
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o RQ-2: How important is the language identification (LID) task for code-mixed data
processing? Can a separate language identification model with a pretrained model improve
the overall system performance? We seek to find the answer particularly, with respect to
sentiment analysis task.

« RQ-3:Is it possible to see SA as a multilevel problem rather than a multi-class problem? If
yes, can a multilevel hierarchical model enhance the performance?

The rest of the paper is organized as follows. In Section 2, we discuss the existing sentiment
analysis approaches in other code-mixed languages. The dataset is described in Section 4 along
with a description of the preprocessing approaches used. We detail the proposed methodology and
experiment setup in Section 5. In Section 6, we present the results and compare the performance
against the state-of-the-art model according to the standard evaluation metrics along with error
analysis and a discussion. Finally, we conclude in Section 7.

2. Related work

This section summarizes earlier work carried out on sentiment analysis on different code-mixed
languages. Sentiment analysis is an exclusive field of study, this is employed to analyze people’s
feelings and views on a specific subject. A plethora of studies has been conducted in various lan-
guages, with their prime focus being on monolingual languages. However, code-mixed languages
are an exception to this rule. Very few code-mixed language pairings have been attempted in the
past. In addition to sentiment analysis, the Forum for Information Retrieval Evaluation (FIRE)
has carried out many code-switching tasks. The tasks include Code-Mixed Question Answering,
sentiment analysis for code-mixed Indian languages (Patra, Das, and Das 2018; ICON 2017°),
POS tagging for code-mixed Indian SM (ICON 2016°), and code-mixed entity extraction. Stance
Detection (Utsav et al. 2020). Hate speech (Saroj, Chanda, and Pal 2020) and offensive content
identification in code-mixed data (Chanda et al. 2021), Conversational hate speech identification
(Chanda, Sheth, and Pal 2022) and information retrieval (Chanda and Pal 2023) from code-mixed
data also explored. At the FIRE conference, a shared task for sentiment analysis of SM data was
conducted in two language pairs. Around 12,000 and 2,500 tweets were published for training in
Hindi-English and Bengali-English, respectively, these tweets were included in the dataset that
was utilized for the shared task. The shared task’s top-performing system combined SVM clas-
sification with the word and character level n-gram data. A lexicon-based approach (Sharma,
Srinivas and Balabantaray 2015) was used for the task of Sentiment Analysis on Code-Mixed
Hindi-English text on the FIRE 2013. The user comments from the public Facebook profiles of
two prominent celebrities made up the dataset. SemEval 2020 organized a Sentiment Analysis
in a Code-Switched Data competition (Patwa et al. 2020), included tweets in Hindi-English and
Spanish-English pairs. In the Dravidian Languages, there is a scarcity of data for experimentation
on code-mixed data.

Only a handful of datasets combine Kannada and English for sentiment analysis. A Kannada-
English (Appidi et al. 2020) code-mixed dataset was created for emotion prediction. A Tamil-
English (Patra ef al. 2015) code-mixed dataset was created as a part of a shared task on Sentiment
Analysis of Indian Languages (SAIL). The data were extracted from Twitter. The movie reviews
in the Bengali-English data were classified using SVM and a Naive Bayes model (Mandal and
Das 2018). subword-LSTM was used to address the noisy nature of the text (Joshi et al. 2016).
Not only in India, but code-mixing can be seen worldwide. GLUECoS (Khanuja et al. 2020)—
an evaluation benchmark for code-mixed text—and LinCE (Aguilar, Kar, and Solorio 2020)—a
centralized benchmark for ten corpora, four distinct code-switched language pairs, and four tasks
have been conducted successfully. Shared tasks have previously been part of code-switching work-
shops organized in connection with significant NLP conferences. Computational Approaches to

Shttps://ltrc.iiit.ac.in/icon2017/
Chttps://Itrc.iit.ac.in/icon2016/
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Code Switching’s first and second workshops shared a challenge on Language Identification? for a
large number of language pairings (Nepalese—English, Spanish-English, Mandarin-English, and
Modern Standard Arabic-Arabic dialects). In the fourth workshop, there was another shared
assignment which was Machine Translation® for many language combinations. Another English-
Spanish tweet dataset was created as a benchmark for sentiment analysis (Vilares, Alonso, and
Gomez-Rodriguez 2016). The labels for the positive, negative, and neutral classes are annotated
based on SentiStrength. Later, this same group expanded its research to examine code-switching
in monolingual (Vilares, Alonso, and Gémez-Rodriguez 2015) and multilingual (Vilares, Alonso,
and Gomez-Rodriguez 2017) contexts. To assess the tone of a tweet regarding a movie, a tra-
ditional word probabilities-based method was used (Padmaja et al. 2020). The tweet was mixed
with Telugu and English language. So the author transliterates each Roman word into its match-
ing Telugu script and calculates the likelihood of the word in each class. (Kusampudi, Sathineni,
and Mamidi 2021) introduced an annotated dataset for Sentiment Analysis on Code-Mixed
Telugu-English Text (CMTET). Along with the dataset, they used a novel unsupervised data
normalization method with a multilayer perceptron (MLP) model. Lee and Wang (2015) offer
a proposal of a method to annotate the data gathered with emotions for a specific corpus of
Chinese-English. The text that a feeling is expressed in is considered when developing the
schema. This can be written in either Chinese or English, both languages, or a text that com-
bines both. Another Chinese dataset was created by (Wang et al. 2015). The data was collected
from Weibo.com (Wang et al. 2016). since the last 2-3 years, Dravidian code-mixed language
has been getting special attention. Two Dravidian CodeMix sentiment analysis was organized at
FIRE 2020 and FIRE 2021.8 Apart from standard word features TE-IDFE, FastText (Chanda and
Pal 2020), Transformer based model, Multilingual word embedding, transfer learning, and meta
embedding (Chanda, Singh and Pal 2021) were used to identify the sentiment of Dravidian lan-
guage pairs. mBERT" and XLM-Roberta-based' model achieved state-of-the-art performance. In
this paper, we also used mBERT model as a baseline and compared its performance with the RQs.

3. Background

Here we set necessary technical background for further discussion. We briefly discuss some of
the theoretical concepts, which have been used in further sections and different metrics used in
measuring performances.

3.1 Multilingual BERT or mBERT

Word embeddings play a crucial role in natural language processing (NLP) tasks by represent-
ing words as dense numerical vectors in a continuous vector space. These embeddings capture
the semantic and syntactic relationships between words, enabling machine learning models
to leverage this contextual information for various language-related tasks. Traditionally, NLP
models relied on one-hot encoding, where each word in a vocabulary was represented as a sparse
binary vector. However, one-hot encoding does not capture the inherent semantic relationships
between words. Word embeddings, on the other hand, provide a dense representation where
similar words are located closer together in the vector space, reflecting their semantic similarity.
BERT (acronym for Bidirectional Encoder Representations from Transformers), a trans-
former architecture, functions as an encoder-decoder network employing self-attention on

dhttp://emnlp2014.org/workshops/CodeSwitch/call.html
¢https://code-switching.github.io/2021

fhttps://dravidian-codemix.github.io/2020/
8https://dravidian-codemix.github.io/2021/index.html

"https://huggingface.co/bert-base-multilingual-cased
ihttps://huggingface.co/xIm-roberta-base
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the encoder side and attention on the decoder side. The model is pretrained on large text
corpora such as Wikipedia and produce state-of-the-art results with necessary fine-tuning
on several downstream tasks. The contextual language representation model BERT has been
used for the downstream task of code-mixed language also. Multilingual BERT or mBERT
(bert-base-multilingual-cased)) is pretrained on cased text in the top 104 languages with
the largest Wikipedia and has a total of 179 M parameters with 12 transformers blocks, 768 hid-
den layers and 12 attention head. This model takes a special [CLS] token as input first, followed
by a sequence of words as input. It then passes the input to the next layer. [CLS] here stands
for Classification. Each layer applies self-attention and passes the result through a feedforward
network to the next encoder.

3.2 Language identification tool by googletrans

We use Googletrans,* a free and unlimited python library that implements Google Translate API.
It uses the Google Translate Ajax API to make calls to such methods as detect (for language
detection) and translate (to a target language).

3.3 Code-mixing metrics

Code-mixed dataset may have diverse code-mixing patterns. There are a few measures to quantify
the extent of code-mixing, available in literature: Integration index (I-Index) (Barnett et al. 2000),
multilingual index (M-Index) (Guzman et al. 2017), code mixed index (CMI) (Gamback and Das
2014) etc. Among them, CMI is the most popular for its simplicity. CMI provides a straightfor-
ward and intuitive interpretation of the complexity of code-mixed data. It also compares well
across datasets. We thus use CML

As per (Gambick and Das 2014),

SN (Wil) — max (| W]}

n—u

CMI =

where Zfil (|Wj;]) is the sum of the number of words in all N languages present in an utterance,
but not considering named entities (NEs) and other non-language symbols. max {|W;|} is the
highest number of words present in any language. » is the total number of tokens, and u is the
number of tokens given other tags [here, for EN-TA dataset, KA (Kannada), and MA (Malayalam),
Hindi (HI), etc. and so on.

The range of CMI is generally expressed in percentage, between 0 and 100 and is thus also
written as follows.

IOOX[I—%] n>u

CMI =
0 nm=u

CMI=0 represents an utterance containing only monolingual words or only language-
independent tokens.

An example from the Tamil-English dataset is shown in Figure 1. We can see that this is a
classic instance of a single-language utterance. Each word from the sentence belongs to Tamil
only, so the CMI value is zero.

Another example from the Tamil-English dataset is presented in Figure 2.

The provided sentence is code-mixed, comprising five words from Tamil and one word from

English. Thus, code-mixing index (CMI) = mogf(%*‘r’) = 16.66 for this sentence.

Thttps://github.com/google-research/bert/blob/master/multilingual.md
Khttps://pypi.org/project/googletrans/
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BLOL BGL BASFTIOT SMeor CUITFSH
—— e

TA TA TA TA TA

Figure 1. A monolingual example from Tamil-English dataset.

2 eotenDWT A flFFaie eeveumd @ like GUT(H
— e i

TA TA TA TA EN  TA

Figure 2. A code-mixed example from Tamil-English dataset.

3.4 Evaluation metrics

We evaluate and compare every model’s performance in terms of precision, recall, F;-score,
weighted average F;-score and accuracy for highly imbalanced label distribution, the definitions
of which are listed below.

o Precision: It is the ratio of true-positives (TP) to the sum of TP and false-positives (FP).

Precision(P) = %

« Recall: It is the ratio of true-positives (TP) to the sum of TP and false-negatives (FN).

Recall(R) = szr—PFN

o Fj-score: It is the balanced harmonic mean of precision and recall and used to have a

composite idea of precision and recall. F;-score = %’

o Macro avg F;: It is the simple average of class-wise Fj-scores. n is the number of class.

n
., F1—score;
Macro avg F) = Lzt Prscorei :, !

« Weighted avg F;: It is the weighted version of the average F;-scores where each class
is weighted by the number of samples from that class (also called support of that class).

Weighted avg Fy = Y1 supportjxF —score;

I, support;
o Accuracy: It is the ratio of number of correct predictions to the total number of test
. . # correct predictions TP+TN
instances i.e., Accuracy = —p - = Tp TN T EPTEN

4. Datasets

The Dravidian-CodeMix shared task! organizers provide a dataset comprising a training, a devel-
opment and a test set. The organizers of the study disseminated the training and development
datasets in the format of tab-separated values (.tsv) files. These files are structured with two distinct
columns: “text” and “label.” Each individual row within these files represents a single data sam-
ple containing a youtube comment. Test dataset has an additionally “id” field for each data-item.
Entire dataset maintained this format consistently across all three language pairs: Tamil-English
(TA-EN) (Chakravarthi et al. 2020), Kannada-English (KA-EN) (Hande, Priyadharshini, and
Chakravarthi 2020), and Malayalam-English (MA-EN) (Chakravarthi et al. 2020). The statistics
of training, development and test data corpus collection and their class distribution are shown in

Ihttps://dravidian-codemix.github.io/2021/index.html
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Table 1. Data distribution for sentiment detection of code-mixed text in Dravidian languages

TAMIL-ENGLISH

Class Training Development Test Total
Positive 20070 2257 2546 24873
Negatwe B 4271 S 480 B 477 e 5228
ﬁat»fémf‘lu [ 1667 B 176 e 244 e 2087
M|xed_feel|ngs B 4020 438 470 4928
unknownfstate “5‘628“ e 611 [ ees B .,.,6.9.0,4,
Total 35656 3962 4402 44020

KANNADA-ENGLISH

Class Training Development Test Total
Positive 2823 321 374 3518
Negative 1188 139 157 1484
not-Kannada 916 110 110 1136
Mixed_feelings 574 52 65 691

unknown_state 711 69 62 842

Total 6212 691 768 7671

MALAYALAM-ENGLISH

Class Training Development Test Total
Positive 6421 706 780 7907
Negative 2105 237 258 2600
not-Malayalam 1157 141 147 1445
Mixed_feelings 926 102 134 1162
unknown_state 5279 580 643 6502
Total 15880 1766 1962 19616

Table 1. The details of the dataset and benchmark results are given in overview (Priyadharshini
et al. 2021) and findings (Chakravarthi et al. 2021) of the Sentiment Analysis of Dravidian
Languages.

Even though entire the dataset is segregated as language pairs, there are examples of impurity:
i.e., a TA-EN data may contain comments in Hindi (HI) or other languages. The dataset also
suffers from other general problems of SM data, particularly code-mixed data like the sentences
are short with a lack of well-defined grammatical structures and many spelling mistakes. The
example texts from three language pairs are shown in Table 2.

Each dataset is labeled into five classes. The class labels are as follows.

« Positive: A comment comprises a textual cue, either explicit or implicit, that suggests the
speaker is in a good frame of mind.

https://doi.org/10.1017/nlp.2024.30 Published online by Cambridge University Press
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Table 2. Example of code-mixed text in Dravidian languages from three language pairs for all classes

Text Label
TAMIL-ENGLISH

euesTesNWIf &M FTFLTS LIL LD Gleudm GLIm USG5 &6TT.... Positive

ILFAUT que WTC voit ca not-Tamil

Qeub gl CeussT Bjemr Cous(h aiCrTa Negative

&6V GLIM6Y U MG].... Waiting viswasam trailer

Rajini fans comment. Neutral fans like.

Mixed_feelings

unknown_state

KANNADA-ENGLISH

Tiktokers present situation. . . nSRe@EHD 03D B3y, DeBodpesH

I do like Guru Deshpande Movies. Im gonna rush

SI3woreSe FoThHReFE? With income proof. WhatsApp 63627+
Super o7 &30 J ...

@Wild Rex 3¢323¢3> brondodas 8&3y3 bro

Negative
not-Kannada
unknown_state
Positive

Mixed_feelings

MALAYALAM-ENGLISH

afan@lend @PIG @ERIN@a) Galafl 8vSEoMLles @ry@:slers
GRROD® HAUSIOMIT 23H6)] HBOLRM LMMD.. .
yenthu chali annu bro ethu

nyc but best actor poley aayaaal seriyaavilla

The face of indiaaikkkkkkkaaaaaa luv uuuuuu

Positive
unknown_state
Negative
Mixed_feelings

not-Malayalam

« Negative: Comments contain an explicit or implicit clue in the text suggesting that the

speaker is in a negative state.

o Mixed_feelings: Comments contain an explicit or implicit clue in both positive and

negative feelings.

« unknown_state: The comment does not contain an explicit or implicit indicator of the

speaker’s emotional state.

« Not in intended language: For Tamil, if the sentence does not contain Tamil written in

Tamil script or Roman script, then it is not-Tamil.

5. Methodology and experiment setup

This section provides a detailed description of the methodology and experimental setup employed
in this study for the different RQs presented in Section 1.

5.1 Data preprocessing

The dataset provided was not very clean and required preprocessing. The preprocessing pipeline

contains several steps to ensure the cleanliness and standardization of the text data:

« In order to mitigate the effect of repeated characters, a restriction is imposed wherein
only two consecutive repetitions are allowed. For instance, the word “goooooooood” is

simplified to “good”.
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Input text

[ Language Identification ]

[ Calculate CMI score ]

Yes No
— CMI score == 0 m——eeeeey

Figure 3. Model Architecture for identifying monolingual and code-mixed data.

« Hashtags and URLs are eliminated from the text.

« Exclamations and other punctuation marks are removed.

+ Non-ASCII characters, symbols, numbers, and special characters are all excluded.
« Emojis are replaced with their corresponding semantic text.

« Any trailing or excessive white spaces are stripped off, ensuring a uniform text format.

The cleaned data is then subject to different steps as the RQs demanded. We detail the
methodology adopted for each such RQ below.

5.2 Methodology for RQ-1
In order to check if the dataset is code-mixed or not, we apply word-level language identification to
determine which languages are involved in a utterance. We deploy a language identification (LID)
module (implemented using Googletrans), which provides word-level language identification for
each word. We see the number of constituent languages used in a sentence and the frequency with
which a user changes languages in a given sentence and CMI is calculated for each sentence. All the
sentences in the dataset are then divided into two categories. The sentences having a CMI value of
zero are monolingual. The rest are classified as code-mixed sentences (see Figure 3). Subsequently,
we train the model on training and validation data separately on monolingual and code-mixed
data.

Our initial objective is to first investigate the impact of training using different components of
data from the given datasets: using

1. all the original data (code-mixed and monolingual together)
2. using only code-mixed data
3. employing only monolingual data

Separation of (2) and (3) is done using CMI as discussed above. Subsequently, we conduct
experiments using test datasets on each of the cases above.

The given task here is seen as single-stage classification with five classes.

The sentences are converted to vectors using word embedding according to (mBERT) pre-
trained model (Pires, Schlinger, and Garrette 2019) to get a vector as an embedding for the
sentence to be used for classification. On top of that, we also use a multilayer perceptron (MLP)
where we freeze the parameters of the pretrained model and generate the prediction.
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For the implementation, HuggingFace’s transformers library™ is utilized. HuggingFace is a
Python package that offers pretrained and adaptable transformer models to be used for various
NLP tasks. The implementation environment is the PyTorch library, which supports GPU com-
putation. The mBERT models are run using Google Colab. We train our classifier 10 epochs with a
batch size of 32. The AdamW optimizer is used, and the dropout value is set at 0.1. The learning rate
is 2e-5. For tokenization, we utilize the hugging face transformers’ pretrained BERT tokenizer. We
utilize the HuggingFace library’s BertForSequenceClassification module for tinkering and
sequence classification.

5.3 Methodology for RQ-2

In RQ-1, we considered sentiment analysis task as a multi-class classification problem. However,
for the given dataset, one of the classes is “Not in intended language”, that, according to the origi-
nal description of the dataset, is any statement which does not contain a word from the specified
language. This class needs language identification while the other four are based on sentiment
identification. In RQ-2, we hypothesize that this language identification should be used directly
in classification. While a classifier can be used for finding the sentiments, another can be used for
finding the language/ not language part. Consequently, we approach it as a multi-class classifica-
tion problem like in RQ-1. But additionally we use another language identification (LID) module
to identify not in language to augment the classification task.

For the multi-class classification, we use the mBERT model which we already discuss in the
previous section. We use the combined (monolingual and code-mixed) dataset for training,
development and testing for this experiment.

For the language identification (LID), like before, we use Googletrans API to decide whether
a sentence is in <language>or ‘not-<language>’. The mBERT predictions as sentimental tags
(positive, negative, mixed_feelings or unknown_state) are kept only if the output is <language>,
otherwise, are marked as ‘not-<language>’ and added to the class of ‘not-<language>by mBERT
as well (see Figure 4).

5.4 Methodology for RQ-3
In this experiment, we develop our system in a hierarchical fashion. First, we use the LID
module to determine <language>and one "not-<language>". All the sentences labeled as <lan-
guage>only by the LID-module are fed to the mBERT module for sentiment classification. The
"not-<language>" are solely decided by the LID module, unlike in RQ-2 (see Figure 5).

For this experiment, we utilize the combined dataset (consisting of monolingual and code-
mixed samples) for training, development, and testing purposes.

6. Results and discussion

This section reports experimental results conducted to address the RQs on the three language
pairs followed by discussion on the findings. Furthermore, in Section 6.4, an in-depth exploration
into error analysis is also undertaken.

6.1 Results for RQ-1

The primary objective of RQ-1 is to check whether the data are code-mixed or not. It is clear from
Table 3 that the dataset contains a large percentage of monolingual data. In the Tamil-English

Mhttps://huggingface.co/transformers/pretrained_models.html
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Input text
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Figure 4. Model architecture for multi-class classification with ruled-based language tag.
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Figure 5. Model architecture for hierarchical approach with mBERT.

dataset, more than 40% of the data are monolingual in the three distributions: training, develop-
ment, and test. In the Malayalam-English dataset, the percentage is less in all three language pairs.
35.8%, 37.5%, and 34.5% of the data are monolingual in training, development, and test, respec-
tively. However, share of monlingual data is the highest in Kannada-English: 57.4%, 57.4%, and
56.6% in training, development, and test data, respectively.
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Table 3. The statistics of monolingual and code-mixed data involved in training, development, and test

datasets of all three language pairs

13

Tamil-English
Training Development Test
Monolingual Code-mixed Monolingual Code-mixed Monolingual Code-mixed
14385 21271 1588 2374 1783 2619
Kannada-English
Training Development Test
Monolingual Code-mixed Monolingual Code-mixed Monolingual Code-mixed
3568 2644 397 294 435 333
Malayalam-English
Training Development Test
Monolingual Code-mixed Monolingual Code-mixed Monolingual Code-mixed
5702 10186 664 1102 676 1286

Table 4. Level of code-mixing (CMI values) involved in training, development, and test datasets of all three
language pairs

Tamil-English Kannada-English Malayalam-English

CMI-All CMI-Mixed CMI-All CMI-Mixed CMI-All CMI-Mixed
Train 18.39 30.83 13.67 32.13 19.16 29.89
Dev 18.63 31.09 14.45 33.97 18.82 30.16
Test 18.38 30.9 13.5 31.13 20.09 30.65

Table 4 depicts the code-mixing level involved in each distribution of three language pairs. We
report the average CMI values in two ways: first, considering the original dataset including code-
mixed and monlingual (represented as CMI-All) and then considering only the pure code-mixed
ones (discarding the monolingual ones, represented as CMI-Mixed). Since the given datasets con-
tain a substantial share of monolingual sentences having CMI values zero, the scores increase from
CMI-All to CMI-Mixed as these values are discarded from calculation in the second.

We see the impact of different types of training data: all original data with monolingual
(mono) and code-mixed (CM) combined; only code-mixed data; and only monolingual data for
3 language-pairs on testing with all data (monlingual 4+ code-mixed). The performance of our
proposed models is shown in terms of precision, recall, macro averaged F;-score, and weighted
average F;-score in Tables 5, 6, and 7, respectively.

The findings reveal a performance decline for all three language pairs when we exclusively
employ either code-mixed or monolingual data only for training. For instance, in the case of
Malayalam-English, the weighted average F; score was 0.69. However, when we train the model
solely on code-mixed data and conduct test on the combine dataset, the weighted average F; score
decrease to 0.66, indicating a performance drop of approximately 4% (Table 7). Furthermore,
when we employ monolingual data for training and test the model on the combine dataset, the
weighted average Fy score decrease by 14%, from 0.69 to 0.59.
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Table 5. Precision, recall, F1-scores, and support for all experiments on Tamil-English test data

Train on Mono and CM data Train on CM data Train on Mono data

Precision Recall Fj-score Precision Recall Fi-score Precision Recall Fi-score support

Mixed_feelings 0.26 0.26 0.26 0.22 0.23 0.22 0.22 0.21 0.21 470

Negative 0.40 0.34 0.36 0.38 0.31 0.34 0.36 0.25 0.29 477

Positive 0.75 0.79 0.77 0.75 0.75 0.75 0.72 0.81 0.76 2546
not-Tamil 0.65 0.53 0.58 0.61 0.46 0.52 0.59 0.45 0.51 244

unknown_state 0.40 0.38 0.39 0.37 0.43 0.40 0.38 0.33 0.35 665

macro avg 0.49 0.46 0.47 0.47 0.44 0.45 0.45 0.41 0.43 4402
We|ghtedavg . 050 . 061 . 050 059 058 . 058 . 057 . 059 058 o 4402
Accuracy 0.61 0.58 0.59

Table 6. Precision, recall, F1-scores, and support for all experiments on Kannada-English test data

Train on Mono and CM data Train on CM data Train on Mono data

Precision Recall F;-score Precision Recall Fj-score Precision Recall Fi-score support

Mixed_feelings 0.23 0.28 0.25 0.12 0.14 0.13 0.11 0.12 0.12 65

Negative 0.66 0.54 0.59 0.59 0.50 0.54 0.65 0.52 0.58 157

Positive 0.70 0.74 0.72 0.70 0.72 0.71 0.70 0.76 0.73 374

not-Kannada 0.59 0.59 0.59 0.53 0.55 0.54 0.62 0.59 0.61 110

unknown_state 0.31 0.29 0.30 0.24 0.24 0.24 0.33 0.29 0.31 62

macro avg 0.50 0.49 0.49 0.44 0.43 0.43 0.48 0.46 0.47 768

we|ghtedavg B 061 B oeo 060 057 056 B 056060 B oeooeo B 768
Accuracy 0.60 0.56 0.60

These outcomes suggest that utilizing solely code-mixed or monolingual data for training
adversely affects the model’s performance on the combined test dataset, which consists of both
code-mixed and monolingual samples.

We also look at the performance when the system is trained on exclusively pure code-mixed
data, and separate tests are conducted on monolingual, code-mixed, and combined datasets.
Table 8 presents the weighted average F; scores for three language pairs. (We chose weighted aver-
age F to summarize the performances without going to the details.) Notably, the performance of
Kannada-English and Malyalam-English language pairs exhibit a decline when utilizing both the
combined and monolingual test data. However, the overall performance for TN-EN pair is not
hampered.

It is essential to consider both the weighted average F; score and the support value as crucial
metrics. A higher weighted average F; score signifies superior overall performance, while a larger
support value indicates higher number of data points. This implies that a larger dataset was used,
which could be the result of collecting data from a larger population, a longer time span, or a more
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Table 7. Precision, recall, F1-scores, and support for all experiments on Malayalam-English test data

Train on Mono and CM data Train on CM data Train on Mono data

Precision Recall Fj-score Precision Recall Fj-score Precision Recall Fi-score  support

Mixed_feelings 0.40 0.16 0.23 0.34 0.31 0.32 0.22 0.14 0.17 134
Negative 0.55 0.53 0.54 0.56 0.44 0.49 0.40 0.37 0.38 258
Positive 0.74 0.81 0.77 0.72 0.78 0.75 0.64 0.75 0.69 780
not-Malayalam 0.83 0.71 0.77 0.78 0.63 0.70 0.61 0.72 0.66 147
unknown_state 0.71 0.74 0.72 0.67 0.71 0.69 0.67 0.58 0.62 643
macro avg 0.64 0.59 0.61 0.61 0.57 0.59 0.51 0.51 0.51 1962
We|ghted a.vvg,.,.v 069 . 070 vvvvvv 0.69 ..... 066 ....... 067 . 066 059 . 060 059 . ”19'62 .
Accuracy 0.70 0.67 0.60

Table 8. Weighted average F;-scores and support for three language pairs where model is trained only on CM data but tested
on all, Monolingual and CM data

Teston all data Test on monolingual data Test on code-mixed data
Language pair Weighted avg. F1-score support Weighted avg. Fi-score support Weighted avg. F1-score support
Tamil-English 0.58 4402 0.60 1783 0.58 2619
Kannada-English 0.56 768 0.53 435 0.60 333
Malayalam-English 0.66 1962 0.61 676 0.69 1286

extensive sampling process. The utilization of a larger dataset provides a broader range of informa-
tion, potentially capturing more diverse scenarios, variations. The observations depicted in Table 8
indicate that, relative to monolingual data, the models perform marginally better when subjected
to tests using code-mixed data. Regarding the Tamil-English language pairs, the performance of
the models exhibits a comparable trend on both code-mixed and combined datasets, with mono-
lingual data showing promising results. Nevertheless, when considering the support value, the
model achieves optimal performance on combined datasets, followed by code-mixed data and
then monolingual data. In the case of the Kannada-English and Malayalam-English language
pairs, conducting tests on code-mixed data yields favorable outcomes in comparison to mono-
lingual and combined datasets. In the specific scenario of Malayalam-English language pairs,
training and testing the model on code-mixed data lead to a weighted average F; score of 0.69.
However, training on code-mixed data and testing on the complete dataset result in a weighted
average F; score of 0.66, indicating a decline in performance of approximately 4%. Remarkably,
utilizing monolingual data for testing purposes further decreases the weighted average F; score by
11.5%, from 0.69 to 0.61.

6.2 Results for RQ-2

Here we use the mBERT model to forecast the sentiment polarity for the Tamil-English,
Malayalam-English, and Kannada-English languages. However, we also use a LID module
followed by a rule-based approach to divide sentences into two categories: language and
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Table 9. Comparison of Precision, recall, F1-scores, and support with our proposed model for RQ-2 on Tamil-English test data

mMBERT mMBERT + Ruled-based systems

Precision Recall F1-score Precision Recall F1-score Support
Mixed_feelings 0.26 0.26 0.26 0.31 0.19 0.23 470
Negative 0.40 0.34 0.36 0.44 0.39 0.41 477
Positive 0.75 0.79 0.77 0.76 0.83 0.80 2546
not-Tamil 0.65 0.53 0.58 0.79 0.98 0.87 244
unknown_state 0.40 0.38 0.39 0.45 0.43 0.44 665
macro avg 0.49 0.46 0.47 0.55 0.56 0.55 4402
We|ghtedavg I ”o,'6vo [ 061 O 060 e O..,63., S 066 — 054 . 4402
Accuracy 0.61 0.66

Table 10. Comparison of precision, recall, F1-scores, and support with our proposed model for RQ-2 on Kannada-English test

data
mBERT mBERT + Ruled-based systems
Precision Recall F1-score Precision Recall F1-score Support

Mixed_feelings 0.23 0.28 0.25 0.21 0.28 0.24 65
Negative 0.66 0.54 0.59 0.71 0.54 0.61 157
Positive 0.70 0.74 0.72 0.77 0.76 0.76 374
not-Kannada 0.59 0.59 0.59 0.71 1.00 0.83 110
unknown_state 0.31 0.29 0.30 0.39 0.24 0.30 62
macro avg 0.50 0.49 0.49 0.56 0.56 0.55 768
Wéighted avg o 0.61 HO.GO o 0.60 - 0.67 . 10.6137 . 0.66H ‘ >7‘68
Accuracy 0.60 0.67

not-<language>. Finally, we combine these predictions with the mBERT prediction and then
provide prediction.

Tables 9, 10, and 11 display the performance of the test outcomes for the mBERT model
and mBERT + Ruled-based systems. For all three language pairs, we can observe a perfor-
mance increase in terms of weighted average F; scores. Our model witnessed an increase of 6.6%,
10%, and 4.3% on Tamil-English, Kannada-English, and Malayalam-English, respectively. In this
study, we wanted particularly to improve the not-language tag performance with the addition of
LID module which we can clearly observe for all language pairs. For Tamil-English language, F;
score of not-Tamil class improve from 0.58 to 0.87 almost 50%. For Kannada-English language,
F) score of not-Kannada class improve from 0.59 to 0.83 almost 40%. For Malayalam-English
language, F; score of not-Malayalam class improve from 0.77 to 0.89 almost 15%.

Not only the not-<language>class, we also see slight performance improvement in other classes
as well. The reason behind is that mBERT sometimes wrongly classifies not-<language>as other
classes which create a large set of false positives. When these are removed as detected by the
(LID + rule-based) system, finally the precision value of all classes across the language pairs
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Table 11. Precision, recall, F;-scores, and support with our proposed model for RQ-2 on Malayalam-English test data

mBERT mBERT + Ruled-based systems

Precision Recall F1-score Precision Recall F1-score support
Mixed_feelings 0.40 0.16 0.23 0.43 0.25 0.32 134
Negative 0.55 0.53 0.54 0.63 0.56 0.59 258
Positive 0.74 0.81 0.77 0.77 0.82 0.79 780
not-malayalam 0.83 0.71 0.77 0.81 0.97 0.89 147
unknown_state 0.71 0.74 0.72 0.72 0.74 0.73 643
macro avg 0.64 0.59 0.61 0.67 0.67 0.66 1962
We|ghtedavg 069 070 — 069 . 072 073 072 — 1962
Accuracy 0.70 0.73

Table 12. Comparison of precision, recall, F1-scores, and support with our proposed model for RQ-3 on Tamil-English test

data
mBERT mBERT + Hierarchical Model

Precision Recall F1-score Support Precision Recall F1-score Support
Mixed_feelings 0.26 0.26 0.26 470 0.36 0.20 0.25 447
Negative 0.40 0.34 0.36 477 0.39 0.36 0.37 447
Positive 0.75 0.79 0.77 2564 0.74 0.85 0.80 2305
unknown_state 0.40 0.38 0.39 665 0.41 0.35 0.38 590
macro avg 0.45 0.44 0.44 4176 0.48 0.45 0.47 3789
.Wéi.ghte.d a.vg.. e .0..5.9 o 061 e 060 e ..41.76. i 060 B 0;64‘ e 062 e ‘37‘39”

improves. Overall, mBERT + Rule-based model outperforms the mBERT model for all three
language pairs.

6.3 Results for RQ-3

Here we propose a hierarchical model. In the first level of hierarchical model, we use a LID
module followed by a rule-based approach to divide sentences into two categories: <language>and
not-<language>. In the second level, all the sentences labeled as <language>are sent to mBERT
module for sentiment classification among four classes: positive, negative, unknown_state, and
mixed_feelings.

Tables 12, 13, and 14 display the result of the test data for the mBERT model and mBERT +
Hierarchical model. For all the three language pairs, we observe a performance gain in terms of
weighted average F; scores. Our model witness an increase of 3.33%, 11.6% and 6% on Tamil-
English, Kannada-English, and Malayalam-English, respectively.

We observe a gross anomaly after the first-level of language identifications: <language>and not-
<language>. A substantial number of sentences classified into not-<language>classes are wrongly
shown belonging to other classes in the gold standard data (for details, see below). Our method
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Table 13. Comparison of precision, recall, F1-scores, and support with our proposed model for RQ-3 on Kannada-English test

data
mBERT mBERT -+ Hierarchical Model

Precision Recall F1-score Support Precision Recall F1-score Support
Mixed_feelings 0.23 0.28 0.25 65 0.39 0.12 0.19 56
Negative 0.66 0.54 0.59 157 0.70 0.54 0.61 154
Positive 0.70 0.74 0.72 374 0.77 0.76 0.76 312
unknown_state 0.31 0.29 0.30 62 0.37 0.38 0.37 37
macro avg 0.46 0.44 0.46 658 0.54 0.48 0.52 559
.\A)e.ig.h.te.d.a.v.g [ 060 R 061 — 050 R 658 R 066 R 058 R .0‘.6.7.. R 559 .

Table 14. Comparison of precision, recall, F1-scores, and support with our proposed model for RQ-3 on Malayalam-English

test data
mBERT mBERT + Hierarchical Model

Precision Recall F1-score support Precision Recall Fi-score Support
Mixed_feelings 0.40 0.16 0.23 134 0.38 0.23 0.29 129
Negative 0.55 0.53 0.54 258 0.56 0.50 0.53 252
Positive 0.74 0.81 0.77 780 0.74 0.82 0.78 745
unknown_state 0.71 0.74 0.72 643 0.71 0.71 0.71 613
macro avg 0.60 0.56 0.56 1815 0.60 0.57 0.58 1739
We|ghtedavg 057 066 I 066 1815 I 059 070 070 1739 .

identifies 430 sentences as not-Tamil for the Tamil-English test dataset, whereas the gold data only
indicates 244 instances.

This causes a decrease in the support count across all classes. In Table 12, we specifically observe
that 23 sentences are classified as Mixed_feelings, which should be classified as not-Tamil sen-
tences. The same thing happens for other classes also, like 30 from the negative class, 259 from the
positive class, and 75 from the unknown_state class.

Despite such mis-classifications, our model’s weighted average F; score improves compared to
the mBERT model. This improvement indicates that our model’s performance is becoming more
accurate and reliable when apply to the test data.

Similar patterns are observed in Table 13 for the Kannada-English dataset, where our propose
model consistently exhibited superior performance compare to mBERT. For the Malayalam-
English dataset, as depicted in Table 14, the performance trends are similar.

On closer analysis, we discover that our LID-module divides the sentences into <language>and
not-<language>correctly for a majority of the cases. The deviation from the actual tags is primarily
due to the error in the annotation. However, there are some errors made by the LID module as
well discussed below.

6.4 Error analysis

We categorize the errors into two types: errors in annotation of gold standard and errors made by
our model.
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Table 15. Errors in gold standard

No. Sample text from dataset Gold Predicted
1 Govt should take action neutral not-Tamil
2 Police pls take action neutral not-Tamil
3 Government take this type of peoples civiliar actions neutral not-Tamil
4 JJ mam we miss u Positive not-Tamil
5 Kangana Ranaut ke fans like here unknown_state not-Tamil
6 Funny to hear tamil language for urdu/punjabi not-Tamil Tamil
speaking people. at puta nagada duta mala keda under
duka etc. lol
7 Super song bro Positive not-Kannada
8 @Ranganath S yes unknown state not-Kannada
9 and rocking star fans also Positive not-Kannada
10 YouTube logic 66k likes + 6.3k dislikes = 16k views.. Negative not-Malayalam

Table 16. Errors made by the LID model

No. Sample text from dataset Gold Predicted

1 Lv u rrr shetty super not-Kannada Kannada

2 Pora rai koodi tulla not-Kannada Kannada

3 One an only megastar mammookka not-Malayalam Malayalam

4 aa musicinu vendi wait cheyyuva not-Malayalam Malayalam

5 300 crores next. Ok alle unknown_state not-Malayalam
6 MEGA STAR FANS undo like aadiki unknown_state not-Malayalam
7 4M viewsmammookka we are waiting not-Malayalam Malayalam

Table 15 presents few instances where our model made correct predictions, but annotations in
the gold standard are wrong. Column Gold shows the annotations of gold standard, while column
Predicted shows results of our model. As we can see that the labels predicted by our model align
more accurately with the reality rather than in the gold standard. From examples 1 to 5, It is clear
that all of the sentence does not contain any Tamil words, so this should be comes under not-Tamil
class. For example 6, despite the presence of many Tamil words according to the LID module, the
gold standard label it as not-Tamil, contradicting the reality.

LID module plays a significant role in cases where our model failed to predict the correct
classes. Table 16 presents instances where our model made incorrect predictions. For instance,
in Example 1, the LID module labels “shetty” as a Kannada word possibly because the word is an
out-of-vocabulary (OOV) word, leading our model to predict it as Kannada. However, this is a
name of a person, and other words are English. Example 2 is actually a Tamil expression, but the
LID module identifies it as Kannada. In Example 3, “mammookka” was labeled as a Malayalam
word by the LID module, while it is a name. In Example 5, the word “alle,” is a Malayalam word,
but labeled as Italian by the LID module.
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In general, we observe that LID module struggled to accurately identify the proper language
tag for NEs. Consequently, the performance of the word-level language identification module
was inadequate, as it failed to detect the appropriate tags. In the Tamil-English dataset alone,
we encountered a total of 28 language tags, prompting us to develop a rule-based model where we
designated these tags as unknown tags.

These findings emphasize the limitations of the LID module and the challenges it poses in
accurately determining the language for certain words and sentences.

6.5 Discussion

The findings from our research provide valuable insights into sentiment analysis in code-mixed
languages and offer practical implications for handling such datasets effectively. The three RQs
are interconnected and contribute collectively to a comprehensive understanding of SA in code-
mixed datasets. RQ-1 underscores the significance of dataset composition, with the combination
of code-mixed and monolingual data influencing model performance. In RQ-1, we apply a state-
of-the-art model and report the best scores that are used later as the baselines to compare with
the other RQs. RQ-2 highlights an important role of LID in code-mixed data processing, to
further enhance the ability of the sentiment analysis model to handle multiple languages effec-
tively. Tables 9, 10, and 11 display the results of the test data for the mBERT model (RQ-1) and
mBERT + Rule-based model (RQ-2). On comparison between RQ-1 and RQ-2, we observe a
noticeable performance gain for RQ-2 in terms of weighted average F; scores. RQ-3 explores a
hierarchical approach that incorporates both LID and SA, showcasing improved performance and
the complementary nature of these tasks in code-mixed datasets. Tables 12, 13, and 14 display the
result of the test data for the mBERT model (RQ-1) and mBERT + Hierarchical model (RQ-3).
For all three language pairs, we observe a performance gain for RQ-3 in terms of weighted average
Fj scores. Between RQ-2 and RQ-3, the main difference is whether LID should be used in parallel
to classfier (RQ-2) or should be used first followed by the classifier (RQ-3) to augment the classi-
fication task. For the given datasets, experiments for RQ-2 provide comparable performances to
RQ-3. However, real comparison between RQ-2 and RQ-3 is only possible if the datasets are free
of annotation errors and performance of LID module is reasonably high. At the moment, with
the amount of annotation errors, it is premature to comment on the comparative performances
of experiments on RQ-2 and RQ-3.

7. Conclusion

The exponential growth of data generated by SM users in the era of Web 2.0 has necessitated
advanced techniques for sentiment analysis. While numerous studies have focused on sentiment
analysis in monolingual datasets, there is a scarcity of research in code-mixed datasets. In this
paper, we present a methodology for identifying sentiment polarities in code-mixed languages
using a dataset of Tamil-English, Kannada-English, and Malayalam-English YouTube SM com-
ments. Our approach goes beyond traditional models by incorporating novel characteristics, such
as the language tag module, which prove to yield improved results in the majority of cases.

Specific to our dataset, we draw the following conclusions for the RQs in the introduction.

RQ-1: When to call a dataset code-mixed? If a given dataset contains a mixture of pure mono-
lingual, transliterated monolingual, single-script multilingual, and mixed script multilingual text,
what is the best strategy for conducting sentiment analysis?

The dataset comprises a combination of code-mixed and monolingual sentences. We find that
if a dataset contains a mix of code-mixed and monolingual data, it is preferable to train the
model using the same type of data. Training the model solely on code-mixed data resulted in
a performance drop. However, when the text data consist of exclusively of code-mixed content,
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training the model using code-mixed data leads to better results. Therefore, the combination of
code-mixed and monolingual data is a crucial factor to consider.

RQ-2: How important is the language identification (LID) task for code-mixed data processing?
Can a separate language identification model with a pretrained model improve the overall system
performance? We seek to find the answer particularly, with respect to sentiment analysis task.

Language Identification is a very important step. Across all three language pairs, our model
demonstrated improved performance in terms of weighted average F) scores. Specifically, we
observe performance increases of 6.6%, 10%, and 4.3% for Tamil-English, Kannada-English,
and Malayalam-English, respectively, after incorporating a separate LID module that augments a
simple, single-level training-based approach.

RQ-3: Is it possible to see SA as a multilevel problem rather than a multi-class problem? If yes,
can a multilevel hierarchical model enhance the performance?

We explored a hierarchical model with LID and mBERT module. Across all three lan-
guage pairs, our model showcased enhanced performance in terms of weighted average F;
scores. Notably, we achieve performance increases of 3.33%, 11.6%, and 6% for Tamil-English,
Kannada-English, and Malayalam-English, respectively.

Language identification and sentiment analysis are two independent tasks. But in case of
code-mixed data, these two intertwined. However, to improve the performance of SA, LID is an
important step—that should be taken separately. Our experiments could not show clearly whether
LID should be done in parallel to augment the classification task (RQ-2) or it should be done first
followed by SA on in-language data (RQ-3) because of annotation errors in the gold standard data.
We hypothesize that the second should yield better performance if the performance of LID is rea-
sonably good and the gold standard data is error free. However, this needs to be experimentally
validated and it requires an error-free data. We are in the process of creating one such dataset”
and look forward to taking up the study in future.

Wrong predictions made by our model can be attributed to our reliance on “Googletrans,”
a word-level language identification module, which is not entirely accurate and thus affects our
evaluation scores. We acknowledge the need for further research and development of our own
word-level identification model to improve the performance scores in the future. Furthermore,
it is important to acknowledge that the system’s performance can be significantly influenced by
the extent of code-mixing. The observed substantial disparity between CMI-Mixed and CMI-All
values indicates the presence of numerous monolingual sentences, with varying degrees of code-
mixing across different sentences. This aspect opens up a promising avenue for future research,
wherein investigations could be conducted on the impact of distinct levels of code-mixing in
sentences on downstream tasks. Such analyses would contribute valuable insights to the field.
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